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§0. Introduction

§0.1. The purpose of this article is to prove the following Conjecture 0.1.1 when $X$ is non-singular Kähler manifold and $X^*$ is the complement of a normally crossing hypersurface.

Conjecture 0.1.1. Let $X$ be a compact complex analytic variety, biholomorphic to a compact Kähler manifold, and let $X^*$ be a non-singular Zariski open subset of $X$. Then, for any polarizable variation of Hodge structure $H$ of weight $w$ on $X^*$, the cohomology group $H^k(X^*,*H)$ of the minimal extension $*H$ of $H$ admits a canonical pure Hodge structure.

Here the minimal extension $*H$ of $H$ is, by definition, a unique perverse sheaf on $X$ such that it is an extension of $H$ and that it does not have either non-zero sub-perverse sheaf or a perverse quotient supported in $X\setminus X^*$.

§0.2. When $X^*$ is a non-singular Kähler manifold and $H$ is a trivial variation, the above conjecture is nothing but the classical result of Hodge. When $X^*$ is a non-singular Kähler manifold, this is proved by P. Deligne (cf. [Z]) by the same method of using the theory of harmonic integrals. When $X$ is a curve, this is proved by S. Zucker [Z].

The method of our proof follows the idea of Zucker in that we express the cohomology group of the minimal extension by the $L^2$-cohomology groups and use the theory of harmonic integrals.

§0.3. We shall give an outline of the proof of our main result, i.e., the following

Theorem 0.3.1. Let $X^*$ be the complement of a normally crossing hyper-
surface of a compact Kähler manifold. Then, for any polarizable variation of Hodge structure $H$, $H^k(X; \ast H)$ has a canonical Hodge structure.

§0.4. The first step is to take a Kähler metric $\omega$ on $X^*$ whose behavior near the boundary $Y=X\setminus X^*$ is as follows:

$$\omega \sim \sum_{j \leq l} -\sqrt{-1} \partial \overline{\partial} \log \log |z_j|^2 + \sum_{j > l} \sqrt{-1} dz_j d\overline{z}_j$$

for a local coordinate system $(z_1, \cdots, z_n)$ of $X$ such that $Y$ is defined by $z_1 \cdots z_l = 0$.

§0.5. Let $H=(H_C; F(H), \bar{F}(H); S)$ be a polarized variation of Hodge structure on $X^*$. Then, by the definition, $H_C$ is a local system on $X^*$ and $F(H)$ (resp., $\bar{F}(H)$) is a filtration of $\mathcal{O}_X \otimes H_C$ (resp., $\mathcal{O}_X \otimes \bar{H}_C$). (See §1.3.) Since the polarization $S$ gives rise to a Hermitian metric on the $C^\infty$-bundle associated with $H_C$, we can define $L^2_{(2)}(X^*; H)$, the space of $k$-forms with coefficients in $H_C$ which are square-integrable. Then this is a Hilbert space.

The $L^2$-cohomology group $H^k_{(2)}(X^*; H)$ is, by definition, the quotient space

$$\{u \in L^k_{(2)}(X^*; H); du = 0\} / \{du; u \in L_{(2)}^{k-1}(X^*; H) \text{ and } du \in L_{(2)}^k(X^*; H)\}.$$

We shall prove that $H^k_{(2)}(X^*; H)$ coincides with $H^k(X; \ast H)$. Once this is proved, then the finite-dimensionality of $H^k(X; \ast H)$ enables us to employ the theory of harmonic integrals. Hence we find that $H^k_{(2)}(X^*; H)$ is represented by the space of harmonic forms. Then, by decomposing harmonic forms to their $(p, q)$-components, we obtain a Hodge structure on $H^k_{(2)}(X^*; H)$. The last part of the reasoning is almost identical with the classical one (e.g. that in [W]).

Here we call reader's attention to an advantage in using the metric of the form (0.4.1); the metric is complete, and hence we do not need to worry about the contribution from the boundary in performing the integration by parts. This fact diminishes the trouble considerably in handling harmonic integrals.

§0.6. Thus the problem is to show that $H^k(X; \ast H)$ is isomorphic to $H^k_{(2)}(X^*; H)$. This problem can be localized as follows:

Let us define the sheaf $\mathcal{L}^k(H)$ on $X$ as the sheaf associated with the pre-sheaf:
Then $\mathcal{L}'(H)$ is a complex of sheaves, and we have

$$H^k_\mathcal{L}(X\ast; H) = H^k(\Gamma(X; \mathcal{L}'(H))).$$

Here we note another advantage in using the particular Kähler metric $\omega$; $\mathcal{L}'(H)$ turns out to be a complex of soft sheaves, and hence

$$H^k(\Gamma(X; \mathcal{L}'(H))) = H^k(X; \mathcal{L}'(H)).$$

Thus we reduce the problem to proving that $\mathcal{L}'(H)$ is quasi-isomorphic to $^*H$; this is a local problem.

§0.7. In order to prove that $\mathcal{L}'(H)$ is quasi-isomorphic to $^*H$, we need to know, of course, the behavior of the Hermitian metric on the bundle $H_\mathcal{C}$ given by the polarization. It is described in terms of the monodromy of $H_\mathcal{C}$ around $X\ast$.

§0.8. Now that the problem is reduced to a local problem, we may assume $X=\mathcal{D}$ and $X\ast=\mathcal{D}\ast$, where $\mathcal{D}\subset\mathcal{C}$ is the open unit disc and $\mathcal{D}\ast=\mathcal{D}\setminus\{0\}$, the punctured disc. Moreover, by the hypothesis of the induction, we may assume that $\mathcal{L}'(H)\cong^*H$ holds on $X\setminus\{0\}$.

Let us now write $X\setminus\{0\} \cong \{t; 0<|t|\} \times L$, where $L$ is a “link” and $t$ denotes the radial coordinate. Then $H^*(X; \mathcal{L}'(H))$ is isomorphic to the $L^2$-cohomology group $H^*_\mathcal{L}(X\setminus\{0\}; H)$.

Now, $H^k(X\setminus\{0\}; \mathcal{L}'(H))$ is isomorphic to $H^k_\mathcal{L}(L; H)$, which is represented by the space $\mathbb{H}^k$ of harmonic $k$-forms on $L$. On the other hand, we can show that $H^*_\mathcal{L}(X\setminus\{0\}; H)$ is isomorphic to the cohomology group of square-integrable $h=\oplus_k \mathbb{H}^k$-valued forms on the $t$-space with respect to the norm

$$\int ||t^k h(t)||^2 dt/|t|.$$

Here $K$ is an endomorphism of $\mathbb{H}$. (See §5.8.) Then, by the characteristic property of the intersection cohomology groups, it suffices to verify

$$H^k_\mathcal{L}(X\setminus\{0\}; H) \cong \begin{cases} \mathbb{H}^k, & \text{for } k<n \\ 0, & \text{for } k\geq n. \end{cases}$$

The proof of this fact can be reduced to the estimation of the eigenvalues of $K$. The required estimation follows from the purity theorem (Theorem 4.0.1), as we are going to explain below.
§0.9. By [S], any variation of Hodge structure is locally described by a nilpotent orbit. A nilpotent orbit of weight $w$ is, by definition, $(H; F; N_1, \ldots, N_l; S)$, where $\{N_j\}$ is a set of commuting nilpotent endomorphisms of a vector space $H$ and $z_1^{-\langle 1/\varepsilon \rangle}N_1 \cdots z_l^{-\langle 1/\varepsilon \rangle}N_l F$ gives a polarized Hodge structure of weight $w$ for $0 < |z_1|, \ldots, |z_l| < 1$ (See Definition 1.2.3.) Then this gives a variation $H_c$ of polarized Hodge structure on $A^* \cap U$, where $U$ is a neighborhood of the origin.

Now let $\pi_H$ be the minimal extension of $H_c$. Then its cohomology group $H^k(\pi_H)_0$ can be calculated as the cohomology group of the partial Koszul complex

$$\Pi(N_1, \ldots, N_l): H \to \bigoplus_j \text{Im } N_j \to \bigoplus_{j < k} \text{Im } N_j N_k \to \cdots.$$  
(See §3.)

Since $\Pi(N_1, \ldots, N_l)$ can be regarded as a complex of mixed Hodge structures, the purity theorem (Theorem 4.0.1) asserts that the weight of $H^k(\Pi(N_1, \ldots, N_l))$ is $\leq k + w$. Then the required bound on the eigenvalues of $K$ follows from this fact. (See §5.13.)

§0.10. Theorem 0.3.1 was announced in [K–K, 1]. E. Cattani, A. Kaplan and W. Schmid obtained similar results independently. ([C–K–S, 2])

An algebro-geometric construction of the Hodge filtration on $H^k(X; \pi_H)$ is announced in [K–K, 2]. Its details will be published in a forthcoming paper.

§0.11. As a by-product of Theorem 0.3.1, we obtain the following hard Lefschetz theorem (§6.3):

**Theorem 0.1.1.** Let $\omega_0$ be a Kähler form on $X$ and denote by $[\omega_0]$ its second cohomology class. Then

$$([\omega_0] \wedge)^\ast: H^{s-k}(X; \pi_H) \to H^{s+k}(X; \pi_H)$$

is an isomorphism (of Hodge structures). Here $n = \dim X$.

§1. Preliminaries

In order to fix the notations, let us review basic notions and results concerning a variation of polarized Hodge structure. Except for some minor modifications, we mainly follow the notations used by Deligne [D], Schmid [S] and Cattani-Kaplan [C–K, 1], [C–K, 2].
§ 1.1. Polarized Hodge Structures

Let us first recall the following.

Definition 1.1.1. Let $\mathfrak{a}$ be an Abelian category. A finite decreasing filtration $F$ of an object $M$ of $\mathfrak{a}$ is, by definition, a decreasing sequence $\{F^p\}$ of subobjects of $M$ such that $F^p = M$ for $p \ll 0$ and that $F^p = 0$ for $p \gg 0$. Its graduation $Gr^F$ is, by definition, $F^p / F^{p+1}$.

Remark 1.1.2. (i) By setting $F^p = F^{-p}$, we find an increasing filtration. We use the convention that, if the index $p$ is a subscript (resp., superscript), then $F^p$ (resp., $F^p$) is an increasing (resp., a decreasing) filtration. This convention also applies to $Gr^F$ and $Gr^F$.

(ii) If there is no fear of confusion, we usually omit the adjective "finite".

For a filtration $F$, let $F(l)$ be the filtration given by $F^p(l) = F^{p+l}$.

Definition 1.1.3. A pair $\{F_1, F_2\}$ of filtrations of $M$ is called $w$-opposed if either one of the following two conditions is satisfied:

(1.1.1) $F_1 \oplus F_2 \simeq M$ for $p+q = w+1$.
(1.1.2) $\bigoplus_{p+q = w} (F_1 \cap F_2) \simeq M$.

For a $C$-vector space $V$, we denote by $\bar{V}$ the complex conjugate of $V$. Let $\bar{\cdot} : V \to \bar{V}$ be the $\mathbb{R}$-isomorphism such that $\bar{ax} = \bar{a} \bar{x}$ for $a \in \mathbb{C}$, $x \in V$. For $f \in \text{Hom}_C(V_1, V_2)$, we denote by $\bar{f} \in \text{Hom}_C(\bar{V}_1, \bar{V}_2)$ its complex conjugate.

Definition 1.1.4. For $w$ in $\mathbb{Z}$, a Hodge structure $H$ of weight $w$ consists, by definition, of data $(H_\mathbb{C}, F(H), \bar{F}(H))$, where $H_\mathbb{C}$ is a finite-dimensional $C$-vector space, $F(H)$ and $\bar{F}(H)$ are $w$-opposed filtrations of $H_\mathbb{C}$.

For a Hodge structure $H$, its complex conjugate $\bar{H}$ is naturally defined by $\bar{H}_\mathbb{C} = H_\mathbb{C}$, $F(\bar{H}) = \bar{F}(H)$ and $\bar{F}(\bar{H}) = F(H)$.

Remark 1.1.5. Set $H^{p,q}(H) = F^p(\bar{H}) \cap \bar{F}^q(H)$ for $p + q = w$. Then we find

$$\bigoplus_{p+q=w} H^{p,q}(H) \simeq H_\mathbb{C}.$$ 

Furthermore $\bar{H}^{p,q}(H) = H^{p,-q}(\bar{H})$ holds.

Definition 1.1.6. The Weil operator $C = C(H)$ is, by definition, the automorphism of $H_\mathbb{C}$ given by

(1.1.3) $C|_{H^{p,q}(H_\mathbb{C})} = i^{p-q}$. 

Remark 1.1.7. It is clear that $C(H) = C(H)$ holds.

Definition 1.1.8. A polarization of a Hodge structure $H$ is a bilinear homomorphism $S : H \otimes \bar{H} \to \mathbb{C}$ satisfying

\begin{itemize}
  \item[(i)] $S(F^p(H), F^q(\bar{H})) = S(\bar{F}^q(H), \bar{F}^p(\bar{H})) = 0$ for $p + q > w$,
  \item[(ii)] $S(C(H)x, \bar{y})$ is a positive definite Hermitian form on $H_c$.
\end{itemize}

We then immediately find the following

Proposition 1.1.9. (i) $S(x, y) = (-1)^w S(y, x)$ for $x, y \in H_c$.
(ii) $S(C(H)x, \bar{C(H)y}) = S(x, y)$ for $x, y \in H_c$.
(iii) $H_c = \bigoplus_{p+q=w} H^{p+q}(H)$ is an orthogonal decomposition.
(iv) If $S$ is a polarization of $H$, then $\bar{S} : \bar{H}_c \otimes H_c \to \mathbb{C}$, given by $\bar{S}(x, y) = \bar{S}(\bar{x}, \bar{y}) = (-1)^w S(y, x)$, is a polarization for $\bar{H}$.

Remark 1.1.10. (i) If $H = \bar{H}$, then these definitions coincides with the usual one (e.g. [D] with $A = \mathbb{R}$).
(ii) If $H$ is a Hodge structure of weight $w$, then $H' = H \oplus \bar{H}$ is a Hodge structure of weight $w$ with $\bar{H}' = H'$. Therefore we can apply the results of [S], [C–K, 2], [K], etc. in this setting.

Definition 1.1.11. Let $W, F, F$ be three filtrations of $H_c$. We say that $(W, F, \bar{F})$ is a mixed Hodge structure of weight $w$ if $(F(Gr^W_k), \bar{F}(Gr^W_k))$ is $(w+k)$-opposed for any $k$. If $w = 0$, we simply call it a mixed Hodge structure.

As proved in [D], mixed Hodge structures form an Abelian category and $W_k, Gr^W_k, Gr_F^k, Gr_{\bar{F}}^k$, etc. are exact functors from the category of mixed Hodge structures.

Definition 1.1.12. A mixed Hodge structure is said to be split if

\[(1.1.4) \quad H = \bigoplus_{p,q} F^p(H) \cap \bar{F}^q(H) \cap W_{p+q}(H)\]

holds.

Remark 1.1.13. The condition (1.1.4) is equivalent to saying that $\{F(H), \bar{F}(H), W(H)\}$ is distributive. (See [K].)

Definition 1.1.14. For a mixed Hodge structure $H$, we define $H(k_1, k_2)$ by $H(k_1, k_2) = H_c$, $W_k(H(k_1, k_2)) = W_{k+k_1+k_2}(H)$, $F^p(H(k_2)) = F^{p+k_1}(H)$ and $\bar{F}^p(H(k_1, k_2)) = \bar{F}^{p+k_2}(H)$. We denote $H(n, n)$ by $H(n)$.
§1.2. The Monodromy Weight Filtrations and Nilpotent Orbits

In later sections we encounter nilpotent endomorphisms defined through monodromy transformations, and they are the starting of our reasoning. So let us prepare some formalities related to nilpotent endomorphisms.

Let $M$ be an object of an Abelian category and $N$ a nilpotent endomorphism of $M$. Then there exists a unique filtration $W$ of $N$ which satisfies the following conditions (See e.g. [D].)

(1.2.1) \[ NW_k \subset W_{k-2} \]

(1.2.2) \[ N^k \colon \text{Gr}^W_k \to \text{Gr}^W_{k-1} \] is an isomorphism for $k \geq 1$.

This filtration is called the $N$-filtration or the weight filtration of $N$ and denoted by $W(N)$. This filtration is given inductively by the following formula:

(1.2.3)
\[
W_{k-1}(N) = (N^k)^{-1}W_{k-1}(N) \quad \text{and} \quad W_{-k}(N) = N^kW_k(N) \quad \text{for } k \geq 1.
\]

For an integer $k \geq 0$, we denote by $P_k(N)$ the kernel of $N^{k+1} \colon \text{Gr}^W_{k+1} \to \text{Gr}^W_{k+2}$. Then we have

(1.2.4)
\[
\text{Gr}^W_k(N) = P_k(N) \oplus N \text{Gr}^W_{k+2} \cong \bigoplus_{j \geq 0} P_{k+2j}(N).
\]

We have also

(1.2.5)
\[
P_k(N) \cong \frac{\text{Ker } N^{k+1}}{\text{Ker } N^k + \text{Im } N \cap \text{Ker } N^{k+1}}.
\]

In order to introduce the notion of a nilpotent orbit (Definition 1.2.3 below), let us prepare some notations.

Let $w$ be an integer, $H$ a $C$-vector space, and $h^p$ a non-negative integer such that $\dim H = \sum h^p$. Let $S$ be a non-degenerate bilinear form $H \otimes \overline{H} \to C$ such that $S(x, \overline{y}) = (-1)^w S(y, \overline{x})$. We then denote by $\tilde{D}$ the flag manifold \(
\{ F; F \text{ is a filtration of } H \text{ such that } \dim \text{Gr}^F_k = h^k \}\). For $F \in \tilde{D}$, we set $\overline{F} = (F^{k+1})^\perp$. Here, for a subspace $V$ of $H$, $V^\perp = \{ x \in H; S(x, \overline{v}) = 0 \} = \{ x \in H; S(V, \overline{x}) = 0 \}$. Let $D$ denote \(
\{ F \in \tilde{D}; (F, \overline{F}) \text{ is a Hodge structure of weight } w \text{ and } S \text{ gives its polarization} \}\). Set $G = GL(H)$ and $G_R = U(S) = \{ g \in G; S(gx, \overline{gy}) = S(x, \overline{y}) \}$, and let $\mathfrak{g}$ and $\mathfrak{g}_R$ denote their Lie algebras. Then $D$ and $\tilde{D}$ are homogeneous spaces of $G_R$ and $G$, respectively (if they are not empty). For $F \in \tilde{D}$, $T_F\tilde{D} \cong \mathfrak{g}/F^0(\mathfrak{g})$, where $F^0(\mathfrak{g}) = \{ a \in \mathfrak{g}; aF^k \subset F^{k+p} \text{ for any } k \}$. We define the subbundle $T_h(\tilde{D})$ of $T\tilde{D}$ by $T_h(\tilde{D})_F = F^{-1}(\mathfrak{g})/F^0(\mathfrak{g})$. A
holomorphic map \( f : X \to \bar{D} \) from a complex manifold \( X \) to \( \bar{D} \) is called horizontal if \( df(TX) \subseteq T_x(\bar{D}) \).

We know that (e.g. [G–S], [K]) there exists a real analytic function \( \delta \) on \( D \) which satisfies the following conditions:

(i) For any \( \alpha \in \mathbb{R} \), \( \{ x \in D ; \delta(x) \leq \alpha \} \) is compact:

(ii) For any horizontal holomorphic map \( f : X \to D \), \( \delta \circ f \) is pluri-subharmonic.

The following lemma is due to Cattani-Kaplan [C–K, 2].

Lemma 1.2.1. Let \( \alpha \) be a subalgebra of \( \mathfrak{g}_\mathbb{R} \), \( N \in \alpha \) and \( F \in \bar{D} \). Suppose that \( AW_\alpha(N) \subseteq W_{k-2}(N) \) for any \( \alpha \in \alpha \), and that \( (W(N), F, \bar{F}) \) is a mixed Hodge structure of weight \( w \). Then there exists \( \alpha \in \mathfrak{g}_\mathbb{R} \) such that

(i.2.6) \( (W(N), e^{iA}F, e^{-iA}\bar{F}) \) is split,

(i.2.7) \( [A, \alpha] = 0 \),

(i.2.8) \( AW_\alpha(N) \subseteq W_{k-2}(N) \).

The main part of the following proposition is also due to Cattani-Kaplan [C–K, 2].

Proposition 1.2.2. Let \( \alpha \) be an Abelian subalgebra of \( \mathfrak{g}_\mathbb{R} \) consisting of nilpotent elements, \( C \) a connected open cone of \( \alpha \) and \( F \in \bar{D} \).

Assume that

(i.2.9) \( NF^p \subseteq F^{p-1} \) for \( N \in \alpha \).

Then the following conditions are equivalent:

(i) There exists \( N_0 \in \alpha \) such that \( e^{iN}F \in D \) for \( N \in C + N_0 \),

(ii) There exists \( N_0 \in \alpha \) such that \( e^{iN}F \in D \) for \( N \in \text{Ch}(C) + N_0 \),

where \( \text{Ch}(C) \) denotes the convex hull of \( C \).

(iii) The \( N \)-filtration \( W(N) \) does not depend on \( N \) in \( C \), and the following two conditions are satisfied for any \( N \) in \( C \).

(iii a) \( (F, \bar{F}, W(N)) \) is a mixed Hodge structure of weight \( w \).

(iii b) The bilinear form \( S(Gr^w(N)) : Gr^w(N) \otimes Gr^w(N) \to \mathbb{C} \) given by \( S(x, N^ky) \) endows the Hodge structure on \( P_k(N) \) with a polarization for \( k \geq 0 \).

(iv) We have (iii) except that we require (iii b) for some \( N \) in \( C \).

Proof. (i)\( \Rightarrow \)(iii) is due to Schmid [S] and Cattani-Kaplan [C–K, 2].
(iii)⇔(iv) follows from the following two facts:

(1.2.9) If \( W(N) \) is independent of \( N \) and the condition (iii a) is satisfied, then \( S(\text{Gr}_k^W(N)) \) gives a non-degenerate Hermitian form on \( F_k(N) \).

(1.2.10) Any member of a continuous and connected family of non-degenerate Hermitian forms is positive-definite if some member is positive-definite.

Thus the proof of the proposition is completed if we show (iii)⇒(ii). Let us now begin its proof. Set \( W=W(N) \). By the preceding lemma, there exists \( A \in \mathfrak{g}_R \) which satisfies the following conditions:

(1.2.11) \( AW_k \subset W_{k-1} \).

(1.2.12) If we set \( F_0=e^{iA}F \) and \( \bar{F}_0=e^{-iA}\bar{F} \), then \( (W,F_0,\bar{F}_0) \) is split.

Then by [C-K, 2]

\[
e^{iN}F_0 \in D \quad \text{for} \quad N \in \mathbb{C}.
\]

The map \( f: \mathfrak{a}_C \to \mathfrak{d} \) given by \( N \mapsto e^{iN}F \) is horizontal. Therefore \( f^{-1}(D) \) is a holomorphically convex. Moreover \( f^{-1}(D)+i\mathfrak{a}=f^{-1}(D) \) holds, because \( D \) is invariant under the action of \( G_R \). Therefore we can apply the celebrated theorem of Bochner: a connected pseudo-convex tube domain is convex. Thus any connected component of \( f^{-1}(D) \) is convex.

Now, let \( Y \) be an element of \( \mathfrak{g}_R \) which satisfies

(1.2.13) \( Y|_{F_0^k \cap \bar{F}_0^k} = p+q-w \).

Then we find

(1.2.14) \( YW_k \subset W_k \)

(1.2.15) \( Y|_{\text{Gr}_k^W} = k \cdot \text{id} \),

(1.2.16) \( [Y,N] = -2N \quad \text{for} \quad N \in \mathfrak{a} \),

(1.2.17) \( YF_0^k \subset F_0^k \).

We also note

(1.2.18) \( e^{iN}F \in D \iff i^Y e^{iN}F \in D \).

On the other hand, a simple calculation shows

(1.2.19) \( \iota_Y e^{iN}F = e^{iN} - i \text{Ad}(F)A \).

Writing \( A=\sum A_j \) with \( [Y,A_j]=jA_j \), we deduce
\[(1.2.20) \quad A_j = 0 \quad \text{for} \quad j \geq 0\]

from \(AW_k \subseteq W_{k-1}\). Hence we obtain

\[(1.2.21) \quad \text{Ad}(t^Y)A = \sum_{j \geq 0} t^j A_j.\]

Therefore \(\text{Ad}(t^Y)A\) tends to 0 as \(t\) tends to \(\infty\). Since \(e^{t^N}F_0 \subseteq D\), for any compact subset \(K\) of \(C\) there exists a constant \(\alpha_K > 0\) such that

\[(1.2.22) \quad e^{t^N}F \subseteq D \quad \text{if} \quad t^{-2}N \subseteq K \quad \text{and} \quad t \geq \alpha_K.\]

This shows that \(f^{-1}(D) \supseteq \{t; t \geq \alpha_K^2\} \cdot K\). In particular, \(f^{-1}(D) \supseteq \{tN_0; t \geq 1\}\) for some \(N_0 \in C\). Let \(C'\) be the connected component of \(f^{-1}(D) \cap \alpha_R\) which contains \(\{tN_0; t \geq 1\}\). Let us now prove

\[(1.2.23) \quad C' \supseteq C + N_0.\]

For \(N \in C\), take a connected compact subset \(K\) of \(C\) which contains both \(N\) and \(N_0\). Then

\[(1.2.24) \quad C' \supseteq tK \quad \text{for} \quad t \geq \alpha_K^2.\]

Hence \(C'\) contains

\[
\frac{1}{t+1} (tN + tN_0) = N + N_0 - \frac{1}{t+1} (N + N_0)
\]

for \(t \geq \alpha_K^2\). This means that the closure \(\bar{C}'\) of \(C'\) contains \(N + N_0\). Since \(C' = \text{Int} \bar{C}'\), we obtain (1.2.23). This completes the proof of Proposition 1.2.2.

Now we introduce the following

**Definition 1.2.3.** If one of the equivalent conditions in Proposition 1.2.2 is satisfies, we say that \((F, \bar{F}; C)\) forms a nilpotent orbit of weight \(w\). For a finite set \(I\) of mutually commuting nilpotent elements of \(g_R\), we say that \((F, \bar{F}; I)\) forms a nilpotent orbit if \((F, \bar{F}; C(I))\) forms a nilpotent orbit, where

\[(1.2.25) \quad C(I) = \{ \sum_{N \in I} t_N N; \ t_N > 0 \}.\]

### §1.3. Variation of polarized Hodge Structure

Let \(X\) be a complex manifold and \(\bar{X}\) the complex conjugate of \(X\). A *variation of Hodge structure of weight \(w\) on \(X\) is, by definition, a triplet \((H_C, F, \bar{F})\) of a locally constant \(C_X\)-module \(H_C\) of finite rank and a finite filtration \(F(H)\) (resp., \(\bar{F}(H)\)) of \(\mathcal{O}_X(H) = \mathcal{O}_X \otimes H_C\) (resp., \(\mathcal{O}_{\bar{X}}(H) = \mathcal{O}_{\bar{X}} \otimes H_C\))
by vector subbundles which satisfy the following conditions:

(1.3.1) At each point \( x \) in \( X \), \( H(x) = (H_{C,x}, F(H)(x), \bar{F}(H)(x)) \) is a Hodge structure of weight \( w \).

(1.3.2) For any holomorphic vector field \( v \), \( v F^p(H) \subset F^{p-1}(H) \) and \( v \bar{F}^p(H) \subset \bar{F}^{p-1}(H) \) hold.

A variation of Hodge structure is said to be polarized, if a bilinear homomorphism \( S : H_C \otimes \bar{H}_C \to \mathbb{C}_X \) is given so that \( S_x \) polarizes \( H(x) \) at each point \( x \) in \( X \).

§2. Vanishing Cycle Theorem

§2.0. Let \( X^* \) be a punctured disc and let \( H \) be a variation of Hodge structure of weight \( w \) with a unipotent monodromy. Let \( \psi \) be the near-by cycle. Then Schmid's theorem says that \( \psi \) carries a mixed Hodge structure, called the limit mixed Hodge structure in literature. On the other hand, the vanishing cycle \( \varphi \) in this setting is \( \text{Im } N \) and can: \( \psi \to \varphi \) is given by \( N \) and \( \text{var } \varphi \to \psi \) is given by the inclusion map. (cf. [D]) The purpose of this section is to prove that the vanishing cycle also carries a mixed Hodge structure. (Theorem 2.1.5 below.)

§2.1. Let \( N \) be a nilpotent endomorphism of an object \( M \) of an Abelian category. Set \( M_0 = \text{Im } N, N_0 = N |_{M_0} \in \text{End } (M_0) \). Then we have the following proposition.

**Proposition 2.1.1.** (i) \( W_0(N_0) = N W_1(N) = M_0 \cap W_{k-1}(N) \).

(ii) \( M \to M_0 \to M \) induces a surjective morphism \( \text{Gr}^{W(N)}_k \to \text{Gr}^{W(N_0)}_k \) and an injective morphism \( \text{Gr}^{W(N)}_k \to \text{Gr}^{W(N_0)}_k \) so that

\[
\text{Gr}^{W(N)}_k \cong \text{Im } (N : \text{Gr}^{W(N_0)}_{k+1} \to \text{Gr}^{W(N_0)}_k) \cong \begin{cases} \text{Gr}^{W(N)}_{k+1} & \text{for } k \geq 0 \\ \text{Gr}^{W(N)}_{k-1} & \text{for } k \leq 0. \end{cases}
\]

(iii) \( P_k(N_0) \cong P_{k+1}(N) \) for \( k \geq 0 \).

Since the proof of this proposition is elementary, we leave it to the reader.

Let \( w \) be an integer. Let \( H \) be a finite dimensional \( \mathbb{C} \)-vector space and \( S \) a non degenerate bilinear form \( H \otimes \bar{H} \to \mathbb{C} \) such that \( S(x, \bar{y}) = (-1)^w S(y, \bar{x}) \). Let \( N \) be a nilpotent element of \( \mathfrak{u}(S; H) \), the Lie algebra of \( U(S) = \{ g \in \text{GL}(H); S(gx, g\bar{y}) = S(x, \bar{y}) \} \). Let \( H_0 \) (resp., \( N_0 \)) denote \( \text{Im } N \) (resp., \( N |_{1_{\text{im } N}} \)) and define a bilinear form \( S_{H_0} : H_0 \otimes \bar{H}_0 \to \mathbb{C} \) as follows:

\[
S_{H_0}(Nx, \bar{Ny}) = S(x, \bar{y}) = -S(Nx, \bar{y}) \quad \text{for } x, y \in H.
\]
It is clear that $S_{H_0}$ is a well-defined bilinear form on $H_0 \otimes \overline{H}_0$. Let us list up some elementary properties of $H_0$ and $S_{H_0}$.

Lemma 2.1.2. (i) $\overline{S_{H_0}}(x, \overline{y}) = (-1)^{w+1}S_{H_0}(y, \overline{x})$ holds for $x, y \in H_0$.
(ii) $S_{H_0}$ is non-degenerate.
(iii) If $[A, N] = 2kN$ and $A$ is in $u(S; H)$, then $(A - k)|_{H_0}$ belongs to $u(S_0; H_0)$.
(iv) $N: \text{Gr}_{k+1}^W \to \text{Gr}_{k}^W$ is isometric for $k \geq 0$, that is, $S(x, \overline{N}^{k+1}y) = S_{H_0}(Nx, \overline{N}^{k}(Ny))$ holds for $x, y \in W_{k+1}(N)$.

The proof of this lemma is again a straightforward one, and it is omitted here.

The following proposition is an immediate consequence of Lemma 2.1.2, (iv).

Proposition 2.1.3. If $(S; F, \overline{F}; N)$ forms a nilpotent orbit of weight $w$, $(S_{H_0}; NF, NF; H_0; N_0)$ forms a nilpotent orbit of weight $w+1$.

Remark 2.1.4. The coincidence of $NF$ with $F^{p-1} \cap H_0$ follows from the fact that any morphism of mixed Hodge structure is strict with respect to the Hodge filtration.

We are now ready to state the vanishing cycle theorem:

Theorem 2.1.5. (Vanishing Cycle Theorem) Suppose that $\{S; F, \overline{F}; N_1, \ldots, N_l\}$ forms a nilpotent orbit of weight $w$. Set $H_1 = \text{Im} N_1$ and let $S_{H_1}: H_1 \otimes \overline{H}_1 \to C$ be given by $S_{H_1}(N_1x, \overline{N_1}y) = S(x, \overline{N_1}y)$. Then we have

(i) $\{S_{H_1}; N_1F, N_1\overline{F}; N_1|_{H_1}, \ldots, N_l|_{H_1}\}$ forms a nilpotent orbit of weight $(w+1)$.
(ii) $W_k(N_1|_{H_1}, \ldots, N_l|_{H_1}) = N_1W_{k+1}(N_1, \ldots, N_l) = H_1 \cap W_{k+1}(N_1, \ldots, N_l)$.

Before starting the proof of this theorem, we state and prove the following corollary.

Corollary 2.1.6. Suppose that $\{F, \overline{F}; N_1, \ldots, N_l\}$ forms a nilpotent orbit of weight $w$, and set $W = W(N_1, \ldots, N_l)$. Then, for any $N'_0, N'_1, \ldots, N'_k \in C(N_1, \ldots, N_l)$, we have the following:

(i) $N_0 \cdots N'_k: \text{Gr}_{k}^W \to \text{Gr}_{k}^W$ is an isomorphism for $k \geq 1$.
(ii) $S(Cx, N'_1 \cdots N'_kx)$ is a positive definite Hermitian form on $\text{Ker}(N'_0 \cdots N'_k: \text{Gr}_{k}^W \to \text{Gr}_{k}^W)$.

Proof. We prove (i) by the induction on $k$. If $k = 1$, this is evident.
Assume $k \geq 2$. Set $H_0 = \operatorname{Im} N_1$ and $W' = W(N_1|_{H_0}) = W(N_1|_{H_0})$. Then we have the following commutative diagram:

\[
\begin{array}{c}
\text{Gr}_k^{W} & \text{Gr}_k^{N_1} & \text{Gr}_k^{N_0} & \text{Gr}_k^{N_0-2} \\
\downarrow & \downarrow & \downarrow & \\
\text{Gr}_k^{W'} & \text{Gr}_k^{N_2} & \text{Gr}_k^{N_0} & \text{Gr}_k^{N_0-2}.
\end{array}
\]

(2.1.2)

The left bottom arrow being an isomorphism by these induction hypothesis, the left upper arrow is also an isomorphism. The claim (ii) is also an immediate consequence of the diagram (2.1.2).

In connection with this corollary we propose the following

Conjecture 2.1.7. Let $\{F, F'; N, N'\}$ be a nilpotent orbit of weight $w$ and let $k$ be a positive integer. Let $f(x_1, \ldots, x_t)$ be a homogeneous polynomial of degree $k$. Suppose that $f^{-1}(0) \cap \mathbb{R}_+^t = \{0\}$. Then $f(N_1, \ldots, N_t): \text{Gr}_k^{W(N, N')} \to \text{Gr}_k^{W(N, N')}$ is an isomorphism.

The corollary says that this conjecture is true if $f$ is a product of real linear functions.

Now we start the proof of the vanishing cycle theorem by proving it in the following special case.

Lemma 2.1.3. Suppose that $\{F, F'; N, N'\}$ forms a nilpotent orbit of weight $w$. Suppose further that $\{F, F'; W(N, N')\}$ is split. Denote $\operatorname{Im} N$ by $H_0$. Then we find:

(i) There exists a strictly positive number $\epsilon$ such that $\{NF, N|_{H_0}\}$ forms a nilpotent orbit of weight $w+1$.

(ii) $W_k((N+cN')|_{H_0}) = NW_{k+1}(N, N') = H_0 \cap W_{k-1}(N, N')$ holds for any sufficiently small number $\epsilon > 0$.

Proof. (i) Since $(F, W(N, N'))$ is split, the assumption implies that $(e^{tN'}F; N)$ forms a nilpotent orbit of weight $w$. Hence it follows from Proposition 2.1.3 that $(e^{tN'}NF; N_0)$ forms a nilpotent orbit of weight $w+1$. Therefore Proposition 1.2.2 implies that

\[
e^{tN'+1N} NF \in D
\]

holds for $t > c^{-1}$, where $c$ is a positive constant. Now, let us choose $Y$ in $\mathfrak{u}(S; H)$ such that $[Y, N] = -2N$, $[Y, N'] = -2N'$ and $YF \subseteq F^p$ hold. Then $Y + 1|_{H_0} \in \mathfrak{u}(S_{H_0}; H_0)$. Then, for any strictly positive number $a$, (2.1.3) im-
plies

\[(2.1.4) \quad e^{N'} e^{qN} = e^{q} N \in D.\]

This means that \((N_{F}; N |_{H_{0}}) (N+cN') |_{H_{0}})\) forms a nilpotent orbit.

(ii) This follows from (i) and the following result of Cattani-Kaplan [C-K, 2].

**Proposition 2.1.9.** Let \(N\) be a nilpotent endomorphism of \(H\) and let \(F, \overline{F}\), \(W\) be three filtrations of \(H\). Assume the following conditions:

\[(2.1.5) \quad (W, F, \overline{F})\) is a split mixed Hodge structure of weight \(w\).
\[(2.1.6) \quad (W(N), F, \overline{F})\) is a mixed Hodge structure of weight \(w\).
\[(2.1.7) \quad \text{Then } W = W(N).\]

**Remark 2.1.10.** Cattani-Kaplan [C-K, 2] added another condition which is superfluous; their proof works well without it.

Let us now embark on the proof of Theorem 2.1.5.

Set \(W=W(N_{1}, \ldots, N_{l})\). By Lemma 1.2.1, we can choose \(A\) in \(\mathfrak{u}(S; H)\) so that it satisfies the following;

\[(2.1.11) \quad AW_{k} \subset W_{k-1},\]
\[(2.1.12) \quad [A, N_{k}] = 0 \quad (j = 1, \ldots, l),\]
\[(2.1.13) \quad (W; e^{tA} F, e^{-tA} \overline{F})\text{ is split}.\]

If we can prove Theorem 2.1.5 for \((W; e^{tA} F, e^{-tA} \overline{F})\), then the theorem holds for \((W; F, \overline{F})\). Hence we may assume from the first that \((W; F, \overline{F})\) is split. We may further assume \(l=2\). In fact, if the theorem holds for \(l=2\), then, for \(N\) in \(\mathcal{C}(N_{2}, \ldots, N_{l})\), \(\{N_{1} F; N_{1} |_{H_{1}}, N |_{H_{1}}\}\) forms a nilpotent orbit.

Now, we prove the theorem by the induction on \(\dim H\).

Define the set \(A\) by

\[\{t > 0; \{N_{1} F; N_{1} |_{H_{1}}, (N_{1} + t N_{2}) |_{H_{1}}\}\text{ forms a nilpotent orbit}\}.\]

The preceding lemma guarantees that \(A\) is not void. The theorem is equivalent to \(A = \{t; t > 0\}\). Suppose \(A \neq \{t; t > 0\}\). Then \(A = (0, c)\) for some \(c > 0\). Let \(N_{0}\) denote \(N_{1} + c N_{2}\). If we can prove

\[(2.1.14) \quad W_{k}(N_{0} |_{H_{1}}) = N_{1} W_{k+1}\]

holds for every \(k\), then Proposition 1.2.2 tells us that \(c + \varepsilon\) \((0 < \varepsilon \ll 1)\) belongs
to \( A \). This is a contradiction. Thus the proof of the theorem is reduced to the proof of (2.1.11). In order to prove (2.1.11), it suffices to prove that

\[(2.1.12)\]
\[N^k_1: \text{Gr}^{W}_{k+1} \rightarrow \text{Gr}^{W}_{-k+1} \]

is an isomorphism for each \( k \geq 1 \).

Let us now define a filtration \( \{W(k)\} \) of \( H_k = \text{Im} N^k_1 \) by the following:

\[(2.1.13)\]
\[W_l(k) = N^k_1 W_{l+k}(N_1, N_2) = H_k \cap W_{l-k}(N_1, N_2) .\]

The last identity follows from the fact that \( N^k_1 \) is a morphism of mixed Hodge structure, which is strict with respect to the weight filtration. Note that

\[(2.1.14)\]
\[W(k) = W(N|_{H_k}) \text{ for any } N \in C(N_1, N_0) \]

holds by the hypothesis of the induction.

In order to prove (2.1.12), let us consider the following statement \( A(j, a, k) \):

\[(2.1.15)\]
\[A(j, a, k): N^{j+k}_0 N^a_j: \text{Gr}^{W(k)} \rightarrow \text{Gr}^{W(k)} \text{ is bijective,}\]

where \( N^a_j = N_0 + e N_1 \) \((0 < e \ll 1)\).

Let us fix \( e(>0) \) sufficiently small so that \( A(j, a, 0) \) may hold. Since \( W(k) = W(N'|_{H_k}) \) for any \( k, A(0, a, k) \) is also true.

Next let us prove

\[(2.1.16)\]
\[A(j+1, a, k+1) + A(j+1, a, k-1) + A(j-1, a+1, k) \Rightarrow A(j, a, k) \]

for \( j, k \geq 1 \) and \( a \geq 0 \).

Once this implication is proved, the induction proceeds and we obtain \( A(j, a, k) \) for every \( j, a, k \geq 0 \), in particular, \( A(j, 0, 1) \). This is what we wanted to prove.

Now, let us return to the proof of (2.1.16). In what follows, \( C \) denotes the Weil operator, as usual. Take \( N \) arbitrarily from \( C(N_1, N_0) \). By the induction on \( \dim H \), we can employ the result in Corollary 2.1.6. Therefore we have

\[(2.1.17)\]
\[\text{Gr}^{W(k)}_{a+j} \xrightarrow{\sim} \text{Gr}^{W(k)}_{-a-j} \]

and

\[(2.1.18)\]
\[S_{H_k} (Cx, N^a_j N^{j+1}_0 x) \text{ is positive definite in } x \in \ker(G^{W(k)}_{a+j} \rightarrow \text{Gr}^{W(k)}_{-a-j-2}) .\]

If we assume \( A(j+2, a, k) \), then \( \text{Gr}^{W(k)}_{a+j} \xrightarrow{\sim} \text{Gr}^{W(k)}_{-a-j-2} \) is surjective. Hence
Ker(Gr$^{W(k)}_{a+j}N^{i}\rightarrow N^{j+1}_{a+j})$ varies continuously on a neighborhood of \(N=N_0\). Hence by letting \(N\) tend to the boundary point \(N_0\), we find the following:

\[(2.1.19) \text{If } A(j+2, a, k) \text{ is true, then } S_{H_k}(Cx, \overline{N^{i}\rightarrow N^{j+1}_{a+j}}) \text{ is positive semi-definite on } K^{a,j}_a = \text{Ker}(Gr_{a+j}^{W(k)}N^{i+1}_{0} \rightarrow Gr^{W(k)}_{a+j-2}) .\]

Furthermore it follows from \(A(j+2, a, k)\) that

\[(2.1.20) \text{If } x \in K^{a,j}_a \text{ satisfies } S_{H_k}(Cx, \overline{N^{i}\rightarrow N^{j+1}_{a+j}})=0, \text{ then } N^{i}\rightarrow N^{j+1}_{a+j}x=0 .\]

To see this, let us first note by (2.1.19)

\[(2.1.21) S_{H_k}(\mathbb{C}K^{a,j}_a, \overline{N^{i}\rightarrow N^{j+1}_{a+j}}) = 0 .\]

Since Gr$^{W(k)}_{j+a+2} = N_0Gr^{W(k)}_{j+a+2} + K^{a,j}_a$ and $S_{H_k}(N_0Gr^{W(k)}_{j+a+2}, \overline{N^{i}\rightarrow N^{j+1}_{a+j}})=0$, we have $S_{H_k}(Gr^{W(k)}_{j+a+2}, \overline{N^{i}\rightarrow N^{j+1}_{a+j}})=0$. Since $S_{H_k}$ gives a perfect pairing between Gr$^{W(k)}_{j+a+2}$ and Gr$^{W(k)}_{j+a}$. We find $N^{i}\rightarrow N^{j+1}_{a+j}x=0$.

Now let us show that, for $k, j \geq 1$,

\[(2.1.22) \text{If } x \in \text{Gr}^{W(k)}_{j+a}, \text{ then } \text{Gr}^{W(k)}_{j+a} \rightarrow \text{Gr}^{W(k)}_{j+a-1} \text{ is injective under } A(j+1, a, k+1), A(j+1, a, k-1) \text{ and } A(j-1, a+1, k) .\]

Suppose $N^{i}\rightarrow N^{j+1}_{a+j}x=0$ holds for $x$ in Gr$^{W(k)}_{j+a}$. Let us consider the following diagrams:

\[\begin{array}{ccc}
\text{Gr}^{W(k)}_{j+a+1} & \xrightarrow{\alpha} & \text{Gr}^{W(k)}_{j+a} \\
\downarrow N^{i}\rightarrow N^{j+1}_{a+j} & & \downarrow N^{i}\rightarrow N^{j+1}_{a+j} \\
\text{Gr}^{W(k)}_{j+a-1} & \xrightarrow{\beta} & \text{Gr}^{W(k)}_{j+a-2} \\
\end{array}\]

and

\[\begin{array}{ccc}
\text{Gr}^{W(k)}_{j+a} & \xrightarrow{\gamma} & \text{Gr}^{W(k)}_{j+a-1} \\
\downarrow N^{i}\rightarrow N^{j+1}_{a+j} & & \downarrow N^{i}\rightarrow N^{j+1}_{a+j} \\
\text{Gr}^{W(k)}_{j+a-2} & \xrightarrow{\delta} & \text{Gr}^{W(k)}_{j+a-3} \\
\end{array}\]

Then $A(j+1, a, k-1)$ implies

\[S_{H_{k-1}}(Cx, \overline{N^{i-1}\rightarrow N^{j+1}_{a+j}}) \geq 0 ,\]

and $A(j+1, a, k+1)$ implies

\[0 \leq S_{H_{k+1}}(Cx, \overline{N^{i-1}\rightarrow N^{j+1}_{a+j}}) = S_{H_k}(Cx, \overline{N^{i-1}\rightarrow N^{j+1}_{a+j}}) .\]
Now take \( y \in \text{Gr}^{W_{a+1}} \) such that \( x = \alpha(y) \). Then \( \beta(x) = N_1y \) implies
\[
S_{H_{a-1}}(C_\beta(x), N_0^{f-1}N^{\alpha} \beta(x)) = S_{H_{a-1}}(CN_1y, N_0^{f-1}N^{\alpha} N_1 y)
\]
and
\[
S_{H_{a}}(C y, N_0^{f-1}N^{\alpha} N_1 x) = S_{H_{a-1}}(C y, N_0^{f-1}N^{\alpha} N_1 y)
\]
Therefore we find
\[
S_{H_{a-1}}(C \beta(x), N_0^{f-1}N^{\alpha} \beta(x)) = 0.
\]
Hence (2.1.20) implies \( N_0^{f-1}N^{\alpha} \beta(x) = 0 \). Then we obtain \( N_0^{f-1}N^{\alpha} x = 0 \). Therefore \( A(j-1, a+1, k) \) entails \( x = 0 \). This finishes the proof of (2.1.22). Since \( \dim \text{Gr}_{j+a} = \dim \text{Gr}_{j+a} \), this means that \( N_0^{f} N^{\alpha} \) is an isomorphism, that is, \( A(j, a, k) \) is verified. Thus we have completed the proof of Theorem 2.1.5.

§3. The Minimal Extension and the Partial Koszul Complex

§3.1. Let \( X \) be a complex manifold. We denote by \( D_X \) the sheaf of linear differential operators on \( X \). Let \( Y \) be a closed analytic subset of \( X \) and let \( X^* \) be \( X \setminus Y \) and \( j: X^* \hookrightarrow X \) the open embedding. Let \( \mathcal{M} \) be a regular holonomic \( D_X \)-module. We assume that \( \mathcal{M} \) extends to a coherent \( \mathcal{D}_X \)-module. This assumption is equivalent to saying that \( j_* \mathcal{M}^*(\text{DR}_{X^*}(\mathcal{M})) \) is constructible for any \( k \). Here \( \text{DR} = \mathbb{R} \text{Hom} (\mathcal{O}, \cdot) \). Then there exists a regular holonomic \( D_X \)-module \( ^*\mathcal{M} \) such that
\[
(3.1.1) \quad ^*\mathcal{M}_X = \mathcal{M}
\]
\[
(3.1.2) \quad ^*\mathcal{M} \text{ does not have either non-zero coherent quotient or non-zero coherent submodule with support in } Y.
\]
Such a \( D_X \)-module \( ^*\mathcal{M} \) is unique up to an isomorphism. We call it the minimal extension of \( \mathcal{M} \).

§3.2. Let \( f: X' \to X \) be a finite morphism of complex manifolds. Set \( Y' = f^{-1}(Y) \) and \( X'^* = X' \setminus Y' = f^{-1}(X^*) \). For a regular holonomic \( D_{X'} \)-module \( \mathcal{M}' \) extendable to \( X' \), let \( ^*\mathcal{M}' \) be the minimal extension of \( \mathcal{M}' \). Set \( \mathcal{M} = \bigcup_{f'} ^*\mathcal{M}' \), where \( f'^* \) is \( X'^* \to X^* \). Then we have \( ^*\mathcal{M} = \bigcup_{f'} ^*\mathcal{M}' \). This follows from the following facts:
(3.2.1) \( \int_f \) is a faithful exact functor from the category of coherent \( \mathcal{D}_{X^n} \)
modules to that of coherent \( \mathcal{D}_X \)-modules.

(3.2.2) \( \int_f \mathcal{M}^* = (\int_f \mathcal{M})^* \) for any holonomic \( \mathcal{D}_{X^n} \)-module \( \mathcal{M} \), where * means the adjoint system.

(3.2.3) \( \mathcal{H}_f (\int_f \mathcal{M}') = \int_f \mathcal{H}_f (\mathcal{M}') \) for any \( k \) and any coherent \( \mathcal{D}_{X^n} \)-module \( \mathcal{M}' \).

§3.3. Let \( X \) be a non-singular algebraic variety defined over \( C \). Let \( \bar{X} \) be the compactification of \( X \), i.e., a non-singular proper algebraic variety which contains \( X \) as a Zariski open subset and let \( \iota: X \hookrightarrow \bar{X} \) be the open embedding. Let \( X_{an} \) be the complex analytic subset associated with \( X \). A coherent \( \mathcal{D}_X \)-module \( \mathcal{M} \) is called regular holonomic if \( \mathcal{D}_{X_{an}} \otimes_{\mathcal{O}_{X_{an}}} \mathcal{M} \) is a regular holonomic \( \mathcal{D}_{X_{an}} \)-module. Then we have

\[
H^k(X_{an}; \mathcal{D}R\mathcal{X}_{an}(\mathcal{M}_{an})) = H^k(X; \mathcal{D}R\mathcal{X}(\mathcal{M})).
\]

Here \( \mathcal{D}R\mathcal{X}(\mathcal{M}) \) denotes the algebraic de Rham complex and \( \mathcal{M}_{an} \) is \( \mathcal{O}_{X_{an}} \otimes \mathcal{M} \).

In fact, assuming \( \iota \) affine, \( H^k(\bar{X}_{an}; \mathcal{D}R\bar{X}_{an}( (\iota \ast \mathcal{M}_{an})_{an})) \cong H^k(X_{an}; \mathcal{D}R\mathcal{X}_{an}(\mathcal{M}_{an})) \) follows from the regularity of \( \mathcal{M} \) and \( H^k(\bar{X}_{an}; (\iota \ast \mathcal{M}_{an})_{an}) \mathcal{D}R\bar{X}_{an} \cong H^k(\bar{X}, \mathcal{D}R\bar{X}(\iota \ast \mathcal{M})) \) follows from a result of Serre [Se]. Finally we have \( H^k(X, \mathcal{D}R\mathcal{X}(\iota \ast \mathcal{M})) = H^k(X, \mathcal{D}R\mathcal{X}(\mathcal{M})). \)

§3.4. Let us investigate the structure of \( \mathcal{H}_f \mathcal{M} \) in the following special case:

Let \( X \) be an algebraic manifold \( C^n \), and let \( X^n = C^n = (C - \{0\})^n \) and
\( Y = X \setminus X^n = \bigcup_{i=1} Y_i \), where \( Y_i = \{x \in C^n; x_j = 0\} \). Let \( H \) be a local system on \( X^n \) with the unipotent monodromy around \( Y_j \). Then \( \mathcal{M}_{an} = \mathcal{D}_{X^n} \otimes H \) comes from a regular holonomic \( \mathcal{D}_{X^n} \)-module \( \mathcal{M} = \mathcal{O}_X \otimes V \) with the structure of \( \mathcal{D}_{X^n} \)-module by

\[
\partial_j e = \frac{1}{x_j} N_j e \quad (j=1, \ldots, n).
\]

Here \( V \) is a finite dimensional \( C \)-vector space and \( \{N_j\} \) is a set of mutually commuting nilpotent endomorphisms of \( V \). Then we have the following

**Lemma 3.4.1.** \( \mathcal{H}_f \mathcal{M} \) is an \( \mathcal{O}_X \)-submodule of \( j_* \mathcal{M} \) given by

\[
\sum_{f \in I} \mathcal{O} \left[ \frac{1}{x_j} \right] \text{Im} \ N_j.
\]
Here \( I = \{1, \ldots, n\} \) and \( x_r = \prod_{j \in J} x_j, N_x = \prod_{j \in J} N_j \). Of course, we understand \( x_\emptyset = 1, N_\emptyset = 1 \).

**Proof.** It is easy to see that \( \mathcal{I} = \sum \mathcal{O} \left( \frac{1}{x_j} \right) \text{Im} N_j \) is the \( \mathcal{D}_x \)-submodule of \( j_\# \mathcal{M} \) generated by \( \mathcal{O} \otimes \mathcal{V} \). Suppose that there is a surjective morphism \( \varphi : \mathcal{I} \to \mathcal{L} \) to a coherent \( \mathcal{D}_x \)-module supported in \( Y \). For any \( \psi \in \mathcal{V} \), we have, for a sufficiently large \( m \),

\[
(\varphi(x_j \partial_j))(1 \otimes \psi) = 0 \quad \text{for} \quad j = 1, \ldots, n.
\]

On the other hand, \( u = \varphi(1 \otimes \psi) \) satisfies \( (x_1 \cdots x_n)^m u = 0 \), and hence

\[
0 = (\partial_1 \cdots \partial_n)^m(x_1 \cdots x_n)^m u = \prod_{1 \leq j \leq m} (x_j \partial_j + \psi) u.
\]

Together with \( (x_j \partial_j)^m u = 0 \) \((j = 1, \ldots, n)\), we then obtain \( u = 0 \). Hence \( \varphi = 0 \), that is, \( \mathcal{L} = \mathcal{0} \). Since \( \mathcal{J} \) has no non-zero coherent \( \mathcal{D}_x \)-submodule supported in \( Y \), this completes the proof of the lemma.

Let \( ^*H \) denote the minimal extension of \( H \) in the category of perverse complexes; that is, \( ^*H \) is a perverse complex on \( X \) such that its restriction to \( X^* \) coincides with \( H \) and that there exists (in the category of perverse complexes) neither non-zero quotient nor non-zero subobject of \( ^*H \) having its support in \( Y \). Then we have

\[
^*H \simeq \text{DR}_{X, \text{an}}(\mathcal{M}_{\text{an}}).
\]

Further we have the following quasi-isomorphisms:

\[
\begin{align*}
(^*H)_0 & \simeq \mathbb{R} \Gamma(X_{\text{an}}; ^*H) \\
\uparrow & \\
\mathbb{R} \Gamma(X_{\text{an}}; \mathcal{M}_{\text{an}}) & \simeq \mathbb{R} \Gamma(X_{\text{an}}; \text{DR}_{X, \text{an}}(\mathcal{M}_{\text{an}})) \\
\uparrow & \\
\mathbb{R} \Gamma(X; \text{DR}_X(\mathcal{M})) & = \Gamma(X; \text{DR}_X(\mathcal{M})).
\end{align*}
\]

Here \( (^*H)_0 \) etc. denote the germ at \( 0 \) of \( ^*H \) etc.

Let \( \Pi(N_1, \ldots, N_n) \) be the subcomplex of \( \Gamma(X; \text{DR}_X(\mathcal{M})) \) given by

\[
\Pi^k(N_1, \ldots, N_n) = \bigoplus_{\sum_{j \in J} x_j \leq k} (\text{Im} N_j) \prod_{|J| = k} \frac{dx_j}{x_j} \subset \Gamma(X; \mathcal{O}_X^k \otimes \mathcal{M}).
\]

**Remark 3.4.2.** Let \( W \) be the \( n \)-dimensional vector space with the basis \( \{e_1, \ldots, e_n\} \). Then the complex \( K(N_1, \ldots, N_n) \) given by
\[ K(N_1, \cdots, N_n) = V \otimes \wedge^k W \]

with the exterior product with \( \sum N_i e_i \) as the differential is called the Koszul complex. The complex \( \Pi(N_1, \cdots, N_n) \) can be identified with the subcomplex of \( K(N_1, \cdots, N_n) \) given by \( \sum (\text{Im } N_j) \otimes \wedge e_j \), where \( e_j = dx_j/x_j \). Hence we call \( \Pi(N_1, \cdots, N_n) \) the partial Koszul complex.

**Proposition 3.4.3.** \( \Pi(N_1, \cdots, N_n) \) is quasi-isomorphic to \( \Gamma(X; \mathcal{D}R_x(\mathcal{M})) \).

**Corollary 3.4.4.** \( \Pi(N_1, \cdots, N_n) \) is quasi-isomorphic to \( (\mathcal{H})_0 \).

**Proof.** The vector field \( x_j \partial_j \) operates on \( \Gamma(X; \mathcal{D}R_x(\mathcal{M})) \) by the Lie derivative \( L_{x_j \partial_j} \) of \( x_j \partial_j \). For \( m = (m_1, \cdots, m_n) \in \mathbb{Z}^n \), set

\[
(\Gamma(X; \mathcal{D}R_x(\mathcal{M})))_m = \{ u \in \Gamma(X; \mathcal{D}R_x(\mathcal{M})); \ (L_{x_j \partial_j} - m_j)u = 0 \text{ for } c \geq 0, j = 1, \cdots, n \} .
\]

Then the complex \( \Gamma(X; \mathcal{D}R_x(\mathcal{M})) \) decomposes as follows:

\[
\Gamma(X; \mathcal{D}R_x(\mathcal{M})) = \bigoplus_{m \in \mathbb{Z}^n} \Gamma(X; \mathcal{D}R_x(\mathcal{M}))_m .
\]

Since we have \( \Pi(N_1, \cdots, N_n) = \Gamma(X; \mathcal{D}R_x(\mathcal{M}))_0 \), it is enough to show that \( \Gamma(X; \mathcal{D}R_x(\mathcal{M}))_m \) is homotopically equivalent to 0 if \( m \neq 0 \). Since

\[
L_{x_j \partial_j} = di + i_{x_j \partial_j}d
\]

holds for the interior product \( i_{x_j \partial_j} \) of the vector field \( x_j \partial_j \), \( L_{x_j \partial_j} \) is homotopically equivalent to 0. On the other hand, \( (L_{x_j \partial_j} - m_j) = 0 \) holds for \( c \geq 0 \) on \( \Gamma(X; \mathcal{D}R_x(\mathcal{M}))_m \) by the definition. Hence

\[
m_j \mid \Gamma(X; \mathcal{D}R_x(\mathcal{M}))_m
\]

is homotopically equivalent to 0. This proves the required result: If \( m_j \neq 0 \) for some \( j \), then \( \Gamma(X; \mathcal{D}R_x(\mathcal{M}))_m \) is homotopically equivalent to 0.

The corollary is an immediate consequence of the proposition and (3.4.1).

Q.E.D.

§4. Purity Theorem

§4.0. Let \( \{ S; H, F, \bar{F}; N_1, \cdots, N_n \} \) be a nilpotent orbit of weight \( \nu \). Using the mixed Hodge structure of \( H \) given by the weight filtration \( W(N_1, \cdots, N_n) \), we endow the partial Koszul complex \( \Pi(N_1, \cdots, N_n) \) (cf. §3.4) with mixed Hodge structure as follows:
The purpose of this section is to prove the following theorem concerning the weight of $H^k(\Pi(N_1, \ldots, N_l))$.

**Theorem 4.0.1. (Purity Theorem)** The mixed Hodge structure on $H^k(\Pi(N_1, \ldots, N_l))$ given above is of weight equal to or less than $w+k$, that is, $\text{Gr}^\mathbb{P}_j(H^k(\Pi(N_1, \ldots, N_l))) = 0$ for $j > w+k$.

In order to state the dual statement of the purity theorem, we introduce the following complex $\Pi^*(N_1, \ldots, N_l)$:

$$\Pi^*(N_1, \ldots, N_l)_k = \bigoplus_{i+j=k} (\text{Im} N_j) e_j \subset H \otimes \bigwedge^i \mathbb{Z}$$

where $e_1, \ldots, e_l$ is the base of $\mathbb{Z}$ and $e_x = \bigwedge_{j \in x} e_j$. The differential

$$\Pi^*(N_1, \ldots, N_l)_k \to \Pi^*(N_1, \ldots, N_l)_{k-1}$$

is given by the inner product with $\sum_{i=1}^l e_i$. We endow with $\Pi^*(N_1, \ldots, N_l)$ the mixed Hodge structure by

$$W^q \Pi^*(N_1, \ldots, N_l) = \bigoplus (\text{Im} N_j) \cap W_{k-w}(N_1, \ldots, N_l) e_x$$

and

$$F^q \Pi^*(N_1, \ldots, N_l) = \bigoplus (\text{Im} N_j) \cap F^q(H) e_x$$

$$\bar{F}^q \Pi^*(N_1, \ldots, N_l) = \bigoplus (\text{Im} N_j) \cap \bar{F}^q(H) e_x .$$

Then we have, as the dual statement of the purity theorem,

**Theorem 4.0.2.** The weight of $H^k(\Pi^*(N_1, \ldots, N_l))$ is equal to or greater than $w-k$.

§4.1. Before starting the proof of Theorem 4.0.1, we note the following:

(4.1.1) $H^q(\Pi(N_1, \ldots, N_l)) = 0$, $H^q(\Pi^*(N_1, \ldots, N_l)) = 0$ for $q \geq l$,

(4.1.2) $H^l(\Pi(N_1, \ldots, N_l)) = \text{Ker} N_1 \cap \cdots \cap \text{Ker} N_l$,

(4.1.3) $H^{l-1}(\Pi(N_1, \ldots, N_l)) = \frac{\text{Ker} N_1 \cdots N_l}{\sum_{j=1}^l \text{Ker} N_1 \cdots N_{j-1} N_{j+1} \cdots N_l}$,

$$H_{l-1}(\Pi^*(N_1, \ldots, N_l)) = \frac{\bigcap_{i=1}^l \text{Im} N_1 \cdots N_{j-1} N_{j+1} \cdots N_l}{\text{Im} N_1 \cdots N_l} .$$
Therefore the theorem is trivial for \( q=0 \) or \( l=1 \).

On the other hand, the purity theorem in \( q=l-1 \) implies

\[
\text{Corollary 4.1.1.} \quad \ker N_1 \cdots N_l \subset \ker N_1 \cdots N_l \cap W_{l-1} (N_1, \ldots, N_l) + \sum_{j=1}^l \ker N_1 \cdots N_{j-1} N_{j+1} \cdots N_l \quad \text{and} \quad (\bigcap_{j=1}^l \im N_1 \cdots N_{j-1} N_{j+1} \cdots N_l) \cap W_{l-1} (N_1, \ldots, N_l) \subset \im N_1 \cdots N_l.
\]

For \( l=2 \), this can be restated as

\[\im N_1 \cap \ker N_2 \subset W_{-1}(N_1, N_2) + N_2(Ker N_2).\]

\section*{4.2.}

Let us first consider the case where the following condition is satisfied:

\[\text{(4.2.1)} \quad W(N_t) = W(N_1, \ldots, N_l).\]

This is equivalent to the existence of an open convex cone \( C \) in \( \sum \mathbb{R}N_j \) such that \( C \supseteq C(N_1, \ldots, N_l) \supseteq N_t \) and that \( \{F, F; C\} \) forms a nilpotent orbit (in the sense of Definition 1.2.3).

We start our reasoning by noting that the following exact sequence (4.2.2) is obtained by regarding the diagram (4.2.3) below as a double complex that defines \( \Pi(N_1, \ldots, N_l) \). Here and in what follows, \( H_1 \) denotes \( \im N_1 \), as usual.

\[0 \to \pi(N_2|_{H_1}, \ldots, N_l|_{H_1})[-1] \to \pi(N_1, \ldots, N_l) \to \pi(N_2, \ldots, N_l) \to 0.
\]

\[\begin{array}{ccc}
H & \rightarrow & \oplus_{j \geq 2} \im N_j \\
\downarrow & & \downarrow \\
\im N_1 & \rightarrow & \oplus_{j \geq 2} \im N_1 N_j \\
\downarrow & & \downarrow \\
\im N_1 N_j & \rightarrow & \oplus_{j,k \geq 2} \im N_1 N_j N_k \\
\end{array}
\]

Furthermore the assumption (4.2.1) guarantees that the exact sequence (4.2.2) lies in the category of mixed Hodge structures. Note also that the vanishing cycle theorem implies

\[\text{(4.2.4)} \quad \{N_1|_{H_1}, N_2|_{H_1}, \ldots, N_l|_{H_1}\} \text{ forms a nilpotent orbit of weight } w+1 \text{ with } W(N_2|_{H_1}, \ldots, N_l|_{H_1}) = W(N_1|_{H_1}, \ldots, N_l|_{H_1}) = W(N_1|_{H_1}).\]

Let us now prove the theorem by the induction on \( l \). We obtain the following exact sequence (4.2.5) from (4.2.2):

\[H^{k-1}(\pi(N_2|_{H_1}, \ldots, N_l|_{H_1})) \rightarrow H^k(\pi(N_1, \ldots, N_l)) \rightarrow H^k(\pi(N_2, \ldots, N_l)).\]

By the induction hypothesis, the left cohomology group in (4.2.5) has the weight \( \leq (w+1)+(k-1)=w+k \) and the right one has the weight \( \leq w+k \). Therefore the middle one has also the weight \( \leq w+k \). Thus the induction proceeds, and the proof is completed if the condition (4.2.1) is satisfied.
Next let us prove

\[(4.2.6)\quad H^k(\Pi(N_1, \cdots, N_l)) \text{ is a quotient of }\]
\[H^k(\Pi(N_1 + N_2, N_1 + N_2 + N_3, \cdots, N_1 + \cdots + N_l, N_1, \cdots, N_l)) \text{ for every } k.\]

As it is clear that \(H^k(\Pi(N_1 + N_2, N_1 + N_2 + N_3, \cdots, N_1 + \cdots + N_l, N_1, \cdots, N_l))\)
satisfies the condition \((4.2.1)\), the verification of \((4.2.6)\) finishes the proof.

To prove \((4.2.6)\), let us first prepare some sublemmas.

**Sublemma 4.2.1.** \(\text{Im } N_1 \cap \text{Ker } N_2 \subset \text{Im } (N_1 + N_2)\).

**Proof.** We prove this by the induction on the dimension of \(H\). Let \(N_0\) denote \(N_1 + N_2\), and denote \(\text{Im } N_0\) by \(H_0\). Then the hypothesis of the induction implies

\[N_1(H_0) \cap \text{Ker } N_2 \subset N_0(H_0).\]

Hence \(N_0(\text{Im } N_1 \cap \text{Ker } N_2) \subset \text{Im } N_0\), or \(\text{Im } N_1 \cap \text{Ker } N_2 \subset \text{Im } N_0 + \text{Ker } N_0\). Set \(W = W(N_0)\). Then

\[\text{Gr}^W_k(\text{Im } N_0 + \text{Ker } N_0) = \text{Gr}^W_k(\text{Im } N_0)\]

holds for \(k > 0\). Hence it is sufficient to show that

\[\text{Im } N_1 \cap \text{Ker } N_2 \cap W_0 \subset \text{Im } N_0.\]

Let \(x \in W_2\) and \(N_1 x \in \text{Ker } N_2\). We shall show \(N_1 x \in \text{Im } N_0\). We have

\[N_1 x = N_0 y + z \quad \text{with } y \in W_2 \quad \text{and} \quad z \in \text{Ker } N_0.\]

Setting \(y' = x - y, z' = -z\), we have

\[(4.2.7) \quad N_2 x = N_0 y' + z'.\]

Since \(N_1 N_2 x = 0\), we have

\[N_2 N_0 y + N_2 z = 0,\]

which implies \(N_0^2 N_2 y = 0\). Hence, by setting \(W' = W(N_0 |_{\text{Im } N_0})\), we find

\[N_2 y \in W'.\]

Moreover \(N_2 y \mod W'\) belongs to \(P_1(N_0 |_{\text{Im } N_2})\), the primitive part with respect to \(N_0 |_{\text{Im } N_2}\). Hence we obtain

\[S_{\text{Im } N_2}(CN_2 y, N_0 N_2 y) \geq 0,\]

that is,

\[(4.2.8) \quad 0 \leq S(C y, N_0 N_2 y) = S(C y, -N_2 z) = S(C y, N_1 z).\]
Using (4.2.7) we can also verify

(4.2.9) \[ 0 \leq S(Cy', -N_1z') = S(Cy', N_1z). \]

Summing up (4.2.8) and (4.2.9), we find

(4.2.10) \[ 0 \leq S(Cx, N_1z) \]
\[ = -S(CN_1x, z) \]
\[ = -S(C(N_0y + z), z) \]
\[ = -S(CN_0y, z) - S(Cz, z) \]
\[ = S(Cy, N_0z) - S(Cz, z) \]
\[ = -S(Cz, z). \]

Since \( z \) is in \( P_0(N_0) \). This means \( z \in W_1 \subset \text{Im } N_0 \). Therefore \( N_1x = N_0y + z \) also belongs to \( \text{Im } N_0 \). Q.E.D.

**Sublemma 4.2.2.** Let \( N_1 \) and \( N_2 \) be mutually commuting endomorphisms of a module \( M \). Set \( N_0 = N_1 + N_2 \) and suppose

(4.2.11) \[ \text{Ker } N_1 \cap \text{Im } N_2 \subset \text{Im } N_0. \]

Then

(4.2.12) \[
\begin{array}{ccc}
\text{Ker } N_0 & \longrightarrow & \text{Ker } N_0 \cap \text{Im } N_1 \cap \text{Im } N_2 \rightarrow 0 \\
\alpha & & \beta_1 \\
M & \longrightarrow & \text{Im } N_1 \oplus \text{Im } N_2 & \rightarrow & \text{Im } N_1 N_2 \\
\beta_2 & & \\
\end{array}
\]

is a morphism of complexes and a quasi-isomorphism. Here

\[ \alpha(x) = N_1x = -N_2x, \quad \beta_1(x) = (N_1x, N_2x), \quad \beta_2(x, y) = N_2x - N_1y, \]
\[ \tau_0(x) = x, \quad \tau_1(x) = (x, -x). \]

**Proof.** Since \( \beta_1 \circ \tau_0 = \tau_1 \circ \alpha \) and \( \beta_2 \circ \tau_1 = 0 \) are easily verified, this is a morphism of complexes. Since \( \text{Ker } \alpha = \text{Ker } N_1 \cap \text{Ker } N_2 = \text{Ker } \beta_1 \), and \( \beta_2 \) is surjective, it is enough to show that \( \text{Coker } \alpha \rightarrow \text{Ker } \beta_2 / \text{Im } \beta_1 \) is bijective.

(4.2.13) **Injectivity:** Assume that \( x \in \text{Ker } N_0 \cap \text{Im } N_1 \cap \text{Im } N_0 \) satisfies \( \tau_1(x) = \beta_1(y) \) for \( y \in M \). Then \( x = N_1y = -N_2y \). Hence \( y \in \text{Ker } N_0 \) and \( x = \alpha(y) \).

(4.2.14) **Surjectivity:** Assume \( (x_1, x_2) \in \text{Im } N_1 \oplus \text{Im } N_2 \) satisfies \( \beta_2(x_1, x_2) = N_2x_1 - N_1x_2 = 0 \). Set \( x = N_1y_1 \). Then \( N_1N_2(y_1 - y_2) = 0 \), and hence the
condition (4.2.11) entails
\[ N_2(y_2 - y_1) \in \text{Ker} N_1 \cap \text{Im} N_2 \subset \text{Im} N_3. \]

Therefore there is \( z \in M \) such that
\[ N_2(y_2 - y_1) = N_0 z. \]

Setting \( u = N_2(y_2 - y_1 - z) \), we find \( u \in \text{Im} N_1 \cap \text{Im} N_2 \). Furthermore \( N_0 u = N_1 N_0 z = N_1 N_2(y_2 - y_1) = 0 \). Hence we obtain
\[ (x_1, x_2) = \beta(x + y_1 + r_1(u)). \quad \text{Q.E.D.} \]

Now let us prove (4.2.6). First we consider the case where \( l = 2 \). Then we have the following commutative diagram, where \( N_0 = N_1 + N_2 \):

\[
\begin{array}{ccccccccc}
\Pi_0: & \text{Ker} N_0 & \to & \text{Im} N_1 \cap \text{Im} N_2 \cap \text{Ker} N_0 & \longrightarrow & 0 \\
\Pi(N_0, N_1, N_2), H: & \text{Im} N_0 \oplus \text{Im} N_1 \oplus \text{Im} N_2 & \to & \text{Im} N_0 \oplus \text{Im} N_1 \oplus \text{Im} N_2 \oplus \text{Im} N_2 & \longrightarrow & \text{Im} N_0 N_1 N_2 \\
\Pi(N_1, N_2): & H & \longrightarrow & \text{Im} N_1 \oplus \text{Im} N_2 & \longrightarrow & \text{Im} N_1 N_2 & \longrightarrow & 0
\end{array}
\]

It follows from Sublemma 4.2.2 that the complex \( \Pi_0 \) given in the top row of (4.2.15) is quasi-isomorphic to the partial Koszul complex \( \Pi(N_1, N_2) \). Hence \( H^k(\Pi(N_1, N_2)) \) is a direct summand of \( H^k(\Pi(N_0, N_1, N_2)) \) for every \( k \).

In the general situation, let \( \Pi' \) denote \( \Pi(N_3, \ldots, N_l) \). Then, in parallel with (4.2.15), we find the following commutative diagram:

\[
\begin{array}{ccccccccc}
\{\Pi' \cap \text{Ker} N_0 \to N_1(\Pi') \cap N_2(\Pi') \cap \text{Ker} N_0\} \sigma & \to & \Pi(N_1, N_2, N_3, \ldots, N_l) \\
\Pi(N_0, N_1, N_2, N_3, \ldots, N_l) & \longrightarrow & \Pi(N_1, N_2, N_3, \ldots, N_l)
\end{array}
\]

where \( N_0 = N_1 + N_2 \) and \( \sigma \) is a quasi-isomorphism. Hence \( H^k(\Pi(N_1, N_2, \ldots, N_l)) \) is a direct summand of \( H^k(\Pi(N_1 + N_2, N_1, N_2, N_3, \ldots, N_l)) \). Repeating this procedure we finally find (4.2.6). At long last, this completes the proof of the purity theorem.

§5. \( \mathbb{L}^2 \)-Cohomology Groups and Intersection Cohomology Groups

§5.1. Let \( X \) be a compact complex manifold, \( Y \) a normally crossing hyper-
We set $X^* = X \setminus Y$. Let $H$ be a variation of polarized Hodge structure of weight $w$ on $X^*$. We assume

\begin{equation}
\text{(5.1.1)} \quad H_c \text{ is quasi-unipotent, i.e., the local monodromy of } H_c \text{ around any irreducible component of } Y \text{ is quasi-unipotent.}
\end{equation}

Let $C(x)$ denote the Weil operator of the Hodge structure $(H_c, \varphi(x), \overline{\varphi}(x))$ and define the inner product $\langle f | g \rangle_x (f, g \in H_c, x)$ by $S_x(C(x)f, g)$. Then the $C^\infty$-vector bundle on $X^*$ associated with the local system $H_c$ is equipped with the Hermitian metric defined by this inner product.

§5.2. To consider $L^2$-cohomology groups, let us equip $X^*$ with a Riemannian metric $g$ which behaves on a neighborhood of $Y$ as follows:

Let $y_0$ be a point of $Y$ and choose a local coordinate system $(z_1, \ldots, z_n)$ such that $Y$ is defined by $z_1 \cdots z_i = 0$ in a neighborhood of $y_0$. Then

\begin{equation}
\text{(5.2.1)} \quad g \sim \sum_{j \leq i} \sqrt{-1} dz_j d\overline{z}_j + \sum_{j > i} \sqrt{-1} dz_j d\overline{z}_j.
\end{equation}

Here, and in what follows the symbol $\sim$ means that each of the two metrics is bounded by a constant multiple of the other on a neighborhood of the point in question. One can easily show (cf. [Z], §3) that such a metric exists. Furthermore, as shown in [Z], Proposition 3.4, it enjoys the following properties.

\begin{enumerate}
\item[(5.2.2)] It is complete and the volume of $X^*$ is finite.
\item[(5.2.3)] The supremum of any $C^\infty$-form on $X$ is finite with respect to the metric.
\end{enumerate}

§5.3. As we have thus introduced a Riemannian metric on $X^*$ and a Hermitian metric on $H_c$, we are now ready to define the $L^2$-cohomology groups.

In order to give their precise definitions, let us prepare some notations.

Let $\mathcal{D}^p_x$ denote the sheaf of distribution-valued $p$-forms, and let $\mathcal{D}^{\mathcal{H}_C}_x(H)$ denote the sheaf $\mathcal{D}^p_x \otimes H_c$. Then, by the de Rham theorem $\mathcal{D}^p_x(H)$ is a complex quasi-isomorphic to $H_c$.

Now we introduce the sheaf $\mathcal{L}^p(H)$ by the following

**Definition 5.3.1.** For any open subset $U$ of $X$, $\Gamma(U; \mathcal{L}^p(H))$ is, by definition, the totality of $u$ in $\Gamma(U \setminus Y, \mathcal{D}^{\mathcal{H}_C}(H))$ such that, for any compact set $K$ of $U$, both $u$ and its exterior derivative $du$ are square-integrable on $K \cap X^*$ with respect to the Riemannian metric $g$ on $X^*$ and the Hermitian metric on the vector bundle $H$. 
The sheaf $\mathcal{L}^p(H)$ thus defined does not depend on the choice of the Riemannian metric $g$ on $X^*$, provided that $g$ satisfies the condition (5.2.1). It is also clear that $\mathcal{L}^q(H)$ forms a subcomplex of $j_*\mathbb{D}_c^qX^*(H)$, where $j$ denotes the inclusion map $X^* \hookrightarrow X$.

Furthermore we have the following

**Lemma 5.3.2.** $\mathcal{L}^p(H)$ is a soft sheaf.

In fact, for $u \in \Gamma(U; \mathcal{L}^p(H))$ and $\varphi \in C^\infty_c(U)$, both $\varphi u$ and $d(\varphi u) = \varphi du + d\varphi u$ are square-integrable because $\varphi$ and $d\varphi$ have finite norms. Therefore $\mathcal{L}^p(H)$ is a fine sheaf and hence soft. (See [G].)

If we denote by $L^p_c(X^*; H_C)$ the set of $\varphi$-valued forms on $X^*$, then we find

$$\Gamma(X; \mathcal{L}^p(H)) = \{u \in L^p_c(X^*; H_C); du \in L^{p+1}_c(X^*; H_C)\}.$$ 

Hence Lemma 5.3.2 entails

$$H^p(X; \mathcal{L}^q(H)) = \frac{\text{Ker} (d: \Gamma(X; \mathcal{L}^p(H)) \to \Gamma(X; \mathcal{L}^{p+1}(H)))}{\text{Im} (d: \Gamma(X; \mathcal{L}^{p-1}(H)) \to \Gamma(X; \mathcal{L}^p(H)))} = \frac{\{u \in L^p_c(X^*; H_C); du = 0\}}{\{du; u \in L^{p+1}_c(X^*; H_C)\text{ such that } du \in L^p_c(X^*; H_C)\}}.$$ 

We call this the $p$-th $L^2$-cohomology group. We sometimes use the abbreviated notation $H^p_c(X^*; H)$ to denote $H^p(X; \mathcal{L}^p(H))$.

§ 5.4. We can now state the main result of this article:

**Theorem 5.4.1.** The complex $\mathcal{L}^q(H)$ is quasi-isomorphic to $*H_C$, the minimal extension of $H_C$ introduced in §3.4. In particular, the $L^2$-cohomology group $H^p(X; \mathcal{L}^q(H))$ coincides with the intersection cohomology group $H^p(X; *H_C)$.

§ 5.5. For any point $x \in X$, there exists an open neighborhood $U$ of $x$ and a family of holomorphic functions $\{f_j\}_{j \in I}$ defined on $U$ such that $\{df_j(x)\}_{j \in I}$ is linearly independent and $Y \cap U = \bigcup_{j \in I} \{x \in U; f_j(x) = 0\}$. For $l \geq 0$, we define $X_l$ so that

$$X_l \cap U = \bigcup_{j \in I} \bigcap_{j \in J} f_j^{-1}(0)$$

and we set

$$X^* = X_0 \setminus X_{l+1}.$$
Then $X^k$ is an $l$-codimensional submanifold of $X$ and $X = \bigcup_i X^k_i$ is a Whitney stratification of $X$.

Now, by a classical theorem, we know

\[(5.5.1)\quad H_g \to \mathcal{L}^*(H)_{|x^*} \quad \text{is a quasi-isomorphism.}\]

Therefore we can use the following characterization of $H_g$ to prove Theorem 5.4.1.

**Lemma 5.5.1.** $H_g$ is a complex of sheaves on $X$ which satisfies the following conditions:

\[(5.5.2)\quad H_g_{|x^*} \text{ is quasi-isomorphic to } H_g.\]

\[(5.5.3)\quad \text{If we denote by } j_1 \text{ the embedding } X \setminus X_i \to X \setminus X_{i+1}, \text{ then} \]

\[\mathcal{A}^\nu(\mathcal{L}^*(H))_{|x^*} = 0 \quad \text{for } \nu \geq l \geq 1\]

and

\[\mathcal{A}^\nu(\mathcal{L}^*(H))_{|x^*} \simeq \mathcal{A}^\nu(\mathcal{L}^*(H))_{|x^*} \quad \text{for } \nu \leq l - 1.\]

See Goresky-MacPherson [GM] for the proof of Lemma 5.5.1.

In view of Lemma 5.5.1, the proof of Theorem 5.4.1 is reduced to verifying the following for $l \geq 1$.

\[(5.5.4)\quad \text{For } x \in X^k_i, \quad \mathcal{A}^\nu(\mathcal{L}^*(H))_{|x^*} = 0 \quad \text{for } \nu \geq l.\]

\[(5.5.5)\quad \text{For } x \in X^k_i, \quad \text{we have} \]

\[\mathcal{A}^\nu(\mathcal{L}^*(H))_{|x^*} \simeq \lim_{\nu \to \infty} \mathcal{A}^\nu(U \setminus X_i; \mathcal{L}^*(H)) \quad \text{for } \nu \leq l - 1,\]

where $U$ ranges over a neighborhood system of $x$.

We shall proceed by the induction on $l$, and we may assume from the beginning

\[(5.5.6)\quad \mathcal{L}^*(H)_{|x \setminus x_i} \simeq H_g_{|x \setminus x_i}.\]

In the rest of this section, we prove (5.5.4) and (5.5.5) under the assumption (5.5.6).

Since the question is local, we consider the problem locally on $X$ so that we may assume $X_{i+1} = \emptyset$. Thus on a neighborhood of $x$, we may assume

\[(5.5.7)\quad X = d^l \times d^{n-1},\]

\[(5.5.8)\quad X^* = d^*l \times d^{n-1},\]
where $\Delta = \{z; |z| < 1\}$ is the unit disc and $\Delta^* = \text{the punctured disc } \Delta \setminus \{0\}$.

§5.6. Let us begin our discussion by showing the following

**Lemma 5.6.1.** Let $M$ be a Riemannian manifold equipped with a metric $g_0$. Let $I$ be an open interval $\{t \in \mathbb{R}; -1 < t < 1\}$. Suppose that $I \times M$ is equipped with a Riemannian metric $g$. Let $H$ be a local system on $M$ and let $p$ be the projection $I \times M \to M$. Suppose that the $C^\infty$-vector bundle associated with $p^{-1}H$ is equipped with a Hermitian metric $||\ast||_{(t, x)}$. Suppose

\begin{equation}
(5.6.1) \quad g \sim dt^2 + g_0.
\end{equation}

Suppose also that

\begin{equation}
(5.6.2) \quad ||\ast||_{(t, x)} \sim ||\ast||_{(0, x)}.
\end{equation}

Then we have

\begin{equation}
(5.6.3) \quad H^k_{(2)}(M; H) \cong H^k_{(2)}(I \times M; p^{-1}H).
\end{equation}

**Proof.** We may assume without loss of generality that $g = dt^2 + g_0$ and $||\ast||_{(t, x)} = ||\ast||_{(0, x)}$. Since an $L^2$-form (resp., closed $L^2$-form) on $M$ can be trivially extended as an $L^2$-form (resp., closed $L^2$-form) on $I \times M$, we can define a map

\[ i: H^k_{(2)}(M; H) \to H^k_{(2)}(I \times M; p^{-1}H). \]

It is easy to verify that $i$ is injective. Let us show that $i$ is surjective. Let $\tilde{u}(t, x) = u(t, x) + dtv(t, x)$ be a closed form on $I \times M$, where $u$ and $v$ are free from $dt$. Since $u$ is supposed to be closed, we find

\begin{equation}
(5.6.4) \quad \frac{\partial u}{\partial t} = d_x v.
\end{equation}

Let us take a $C^\infty$-function $\varphi(t)$ with compact support in $I$ such that $\int_{-\infty}^{t} \varphi(s) ds = 1$. Set $\psi(t) = \int_{-\infty}^{t} \varphi(s) ds$. Then $\psi(t) = 0$ for $t < -1 + \varepsilon$ and 1 for $t > 1 - \varepsilon$. Now we set

\[ w(t) = \int_{-\infty}^{t} \varphi(s) v(s) ds - \int_{t}^{\infty} (1 - \varphi(s)) v(s) ds. \]

Then (5.6.4) implies

\[ d_x w(t) = \int_{-\infty}^{t} \varphi(s) \frac{\partial u(s)}{\partial s} ds - \int_{t}^{\infty} (1 - \varphi(s)) \frac{\partial u(s)}{\partial s} ds = \psi(t) u(t) - \int_{-\infty}^{t} \varphi(s) u(s) ds + (1 - \psi(t)) u(t). \]
\[
+ \int_t^\infty (-\varphi(s))u(s)ds \\
= u(t) - \int \varphi(s)u(s)ds
\]

and
\[
\frac{\partial}{\partial t} w(t) = \varphi(t)v(t) + (1 - \varphi(t))v(t) = v(t).
\]

This implies
\[
\bar{u} = dw + \int \varphi(s)u(s)ds.
\]

Since \(\int \varphi(s)u(s)ds\) is square-integrable, \(w\) and \(dw\) are also square-integrable. Hence \(\bar{u}\) is cohomologous to \(\int \varphi(s)u(s)ds\). Thus, the map \(i\) is surjective. Q.E.D.

§5.7. Before going further, we show that it suffices to prove Theorem 5.4.1 in the case where the local monodromies of \(H_G\) are unipotent.

Let \(X^*\) be \(\Delta^{n\times} \times \Delta^{n-l}\), where \(\Delta^\bullet\) is the punctured disc and \(\Delta\) is the open disc. For a variation of polarized Hodge structure \(H\) on \(X^*\) with quasi-unipotent monodromies, let \(f: X' \to X\) be the covering \((z_1, \ldots, z_n) \mapsto (z_1^n, \ldots, z_l, z_{l+1}, \ldots, z_n)\) so that \(H' = f^{-1}(H)\) on \(X'^* = f^{-1}(X^*)\) has unipotent monodromies. Let \(G = (\mathbb{Z}/m\mathbb{Z})^l\) be the Galois group of the covering \(X'^* \to X^*\). Then \(Rf_*(\mathcal{L}(H'_G))\) is also a perverse complex and it coincides with \(f^*(f_! H'_G)\). Hence, \(\mathcal{H}_G\) coincides with \(G\)-invariants of \(Rf_*(\mathcal{H}_G')\). Similarly \(G\) acts on \(f_! \mathcal{L}(H')\) and \(\mathcal{L}(H)\) coincides with \(G\)-invariants of \(f_! \mathcal{L}(H')\). Therefore \(H = \mathcal{L}(H')\) implies \(\mathcal{H}_G = \mathcal{L}(H)\). Hence we may assume from the beginning that \(H\) is with unipotent monodromies.

§5.8. Concrete Description of the Metrics

In order to find the concrete description of the \(L^2\)-cohomology groups in terms of harmonic forms (Lemma 5.10.1), we do some preliminary considerations on the metrics and related operators.

First let us try to find a coordinate system on \(X\) so that the metric \(g\) and the norm on \(H_G\) may take suitable forms for our purpose.

Thanks to Lemma 5.6.1, we may suppose \(l = n\), i.e.,

\[
X = \Delta^n, \quad X^* = \Delta_\bullet^n \quad \text{and} \quad g = \frac{\sqrt{-1}}{2} \sum_{j=1}^n \frac{dz_j \overline{dz}_j}{|z_j| \log |z_j|}^2. 
\]

Let us take a coordinate system \((t, x, y) = (t, x_1, \ldots, x_n, y_1, \ldots, y_n)\) of \(X^*\),
with $\sum j y_j = 1$, by

$$(5.8.1) \quad z_j = \exp \left( 2\pi \sqrt{-1} x_j - (ty_j)^{-1} \right).$$

Then $X^*$ is isomorphic to

$$\{(t, x, y) \in \mathbb{R} \times (\mathbb{R}^n \setminus \mathbb{Z}^n) \times \mathbb{R}^n; \ t, y_1, \ldots, y_n > 0, \ \sum j y_j = 1\}.$$

Now, using the coordinate system $(t, x, y)$, we find the following

**Lemma 5.8.1.** The Riemannian metric $g$ is equivalent to

$$(5.8.2) \quad \frac{dt^2}{t^2} + \sum_{j=1}^n t^2 y_j^2 dx_j^2 + \sum_{j=1}^n \frac{dy_j^2}{y_j^2}$$

on $X^*$.

**Proof.** The metric $g$ takes the following form on $X^*$:

$$\sum_j \frac{dx_j^2 + (d(ty_j)^{-1})^2}{(ty_j)^{-2}} = t^2 \sum_j y_j^2 dx_j^2 + \sum_j \left( \frac{dt}{t} + \frac{dy_j}{y_j} \right)^2.$$

On the other hand, it follows from the constraint $\sum_j y_j = 1$ that

$$\sum_j dy_j = 0.$$

Hence we have

$$\left| \sum_j \frac{dy_j}{y_j} \right|^2 = \sum_j (1 - y_j) \left| \frac{dy_j}{y_j} \right|^2$$

$$\leq \left( \sum_j (1 - y_j)^2 \right) \left( \sum_j \frac{dy_j^2}{y_j^2} \right)$$

$$\leq (n - 1) \left( \sum_j \frac{dy_j^2}{y_j^2} \right).$$

This shows

$$\sum_j \left( \frac{dt}{t} + \frac{dy_j}{y_j} \right)^2 \sim \frac{dt^2}{t^2} + \sum_j \frac{dy_j^2}{y_j^2}.$$ 

Q.E.D.

In view of Lemma 5.8.1 we introduce the following family $X^*(t)$ of submanifolds of $X^*$.

**Definition 5.8.2.** Let $X^*(t_0)$ denote

$$\{(t, x, y) \in X^*; \ t = t_0\}$$

for $t_0 > 0$.

We equip $X^*(t_0)$ with the following Riemannian metric $g(t_0)$:
Next let us study the Hermitian metric on the fiber bundle $H$. Let $N_j$ denote the logarithm of the monodromy of $H_G$ around $\{z \in X; z_j = 0\}$. Since we may assume without loss of generality that $e^{N_j}$ is unipotent (§ 5.7), $N_j$ is nilpotent. Then $\{\exp(\sum_j x_j N_j)e; e \in H_G\}$ is a constant sheaf on $X^*$. Let $V$ denote the sections of this sheaf. Then

$$E \otimes H_G = E \otimes V$$

and

$$d(1 \otimes e) = \sum_j dx_j \otimes N_j e \quad \text{for } e \in V.$$ 

Here and in what follows, $E$ denotes the sheaf of $C^\infty$-functions.

Now we know the following

**Lemma 5.8.3.** ([K], [C–K–S, 1]) Let $K$ be an endomorphism of $V$ which satisfies the following two conditions:

(5.8.4) $[K, N_j] = -2N_j, \quad j = 1, \ldots, n.$

(5.8.5) $K|_{\alpha_i^*} = k$, where $W = W(N_1, \ldots, N_n)$.

Then we have

(5.8.6) $|e|_{x^*}(t, x, y) \sim |t^{-2p}e|_{x^*}(1, x, y) \quad \text{for } e \in V.$

(5.8.7) For $e \in V$, if we write $e = \sum e_k$ such that $Ke_k = ke_k$, then

$$|e|_{x^*} \sim \sum_k |e_k|_{x^*}.$$

Here $|\ast|_{x^*}(t, x, y)$ denotes the Hermitian metric of $H_G$ at $(t, x, y)$.

Therefore, replacing the fiber metric of $H$ with an equivalent one we may assume the following:

(5.8.8) $|e|_{x^*}(t, x, y) = |t^{-2p}e|_{x^*}(1, x, y) \quad \text{for } e \in V.$

(5.8.9) $|e|_{x^*}(t, x, y)$ does not depend on $x$.

(5.8.10) $K$ is a symmetric operator with respect to the metric $|e|_{x^*}(t, x, x)$.

Thus we obtain a concrete description of the $L^2$-norm of an $H_G$-valued form. To write it down we introduce the following

**Definition 5.8.4.** For $u$ in $\mathcal{D}^\theta(H)$, $Au$ is, by definition, $(K+2p)u$ where $p$ denotes the degree of $u$ with respect to $dx_1 \cdots dx_n.$
In view of Lemma 5.8.3, the $L^2$-norm $\|u\|_{X^*}$ is given by

\[(5.8.11) \quad \left\langle \int |t^{-\lambda_0}u|_{X^*}^2 \right\rangle = \int t^n |t^{-\lambda_0}u|_{X^*}^2 \frac{dt}{t},\]

where $d\mu_X$ denotes the volume element of $X^*$ determined by the metric (5.8.2). Therefore Lemma 5.8.3 entails

\[(5.8.12) \quad \|u\|_{X^*}^2 = \int t^n |t^{-\lambda_0}u|_{X^*}^2 \frac{dt}{t}.\]

Since $|dt/t|=1$, for an element $u(t)+v(t)dt/t$ of $L^2(\Omega; H)$, $u(t)$ can be regarded as an $L^2(\Omega; H)$-valued function in $t$ and $v(t)$ is an $L^2(\Omega; H)$-valued function in $t$ which satisfy

\[(5.8.13) \quad \int t^n |t^{-\lambda_0}u|_{X^*}^2 dt < \infty,\]

\[(5.8.14) \quad \int t^n |t^{-\lambda_0}v|_{X^*}^2 dt < \infty.\]

The converse being true, we may regard $L^2(\Omega; H)$ as the set of pairs of such $u$ and $v$ that satisfying (5.8.13) and (5.8.14).

We end this subsection by showing the following Lemma 5.8.5.

**Lemma 5.8.5.** (i) $[A, d]=2d_x$, where $d_x$ denotes the differential of the coefficients of $V$-valued forms, i.e.,

\[d_x (\alpha \otimes e) = (d_x \alpha) \otimes e.\]

(ii) $[A, d_{\Omega_{\Omega(t)}}] = 2 \sum_j (t^j y_j) L_{\Omega_{\Omega(t)}} - L_{\Omega_{\Omega(t)}} L_{\Omega_{\Omega(t)}}$.

Here $d_{\Omega_{\Omega(t)}}$ denotes the adjoint operator of $d$ in the Hilbert space $L^2(\Omega; H)$, $H_{\Omega|X^*}$, and $L_{\Omega_{\Omega(t)}}$ (resp., $L_{\Omega_{\Omega(t)}}$) denotes the Lie derivative (resp., interior product), operating on $V$ trivially.

**Proof.** Let $\varphi$ denote $\alpha \otimes e$ with $e$ in $I_k$. Suppose that $\alpha$ is a $p$-form in $dx_1, \ldots, dx_n$. Then it follows from the trivialization of $H_{\Omega}$ that

\[(5.8.15) \quad d\varphi = d_x \alpha \otimes e + d_j \alpha \otimes e + \sum_j dx_j \alpha \otimes N_j e.\]

Hence it follows from the definition of $A$ and the properties (5.8.4) of $K$ that

\[(5.8.16) \quad Ad\varphi = (k+2(p+1))d_x \alpha \otimes e + (k+2p)d_j \alpha \otimes e + \sum_j (k-2+2(p+1)) dx_j \alpha \otimes N_j e = dA\varphi + 2d_x \alpha \otimes e.\]
This proves (i).

To prove (ii) let us first note that the symmetric property of $A$ entails

$$[A, d_{x^*(t)}^*] = -[A, d_{x^*(t)}]^*.$$  

Hence it follows from (i) that

$$[A, d_{x^*(t)}^*] = -2d_x^*.$$  

Let us now calculate $d_x^*\varphi$ for $\varphi = dx_j\rho$. Let $\psi = dx_j\sigma$. Then

$$(d_x^*\varphi, \psi)_{x^*(t)} = (\varphi, d_x\psi)_{x^*(t)}$$

$$= \sum_i \epsilon(J, j \land I) \left( \sum \frac{\partial \sigma}{\partial x_i} \right) t^{-2i} y_i^{-2} \mu_{x^*(t)}$$

where

$$\epsilon(J, j \land I) = \begin{cases} \text{sgn}(J, j, I) & \text{if } J = \{j\} \cup I \\ 0 & \text{otherwise.} \end{cases}$$

Hence we obtain

$$(d_x^*\varphi, \psi)_{x^*(t)} = - \sum_i t^{-2} y_i^{-2} (i_{\mu_e} d_x \frac{\partial \rho}{\partial x_i}, \psi)_{x^*(t)}.$$  

This proves (ii).

§5.9. The function $t: X^* \to \mathbb{R}$ extends to $X \setminus \{0\} \to \mathbb{R}$. Let us denote by $X(t)$ its fiber. Then $X \setminus \{0\}$ is isomorphic to the product of $X(1)$ and $\{t; t > 0\}$. Moreover, $\varphi H \mid_{X \setminus \{0\}}$ is locally constant along the fiber of $X \setminus \{0\} \cong X(1) \times \{t; t > 0\} \to X(1)$.

It follows from the induction hypothesis (5.5) that

$$(5.9.1) \quad H^k(L_\varepsilon; \mathcal{L}^*(H)) = H^k(L_\varepsilon; \varphi H_C)$$

holds. Here $L_\varepsilon$ is the inverse image of $\{t; |t-1| < \varepsilon\}$ by $t: X \setminus \{0\} \to \mathbb{R}$. On the other hand, Lemma 5.6.1 entails

$$H^k(L_\varepsilon; \mathcal{L}^*(H)) = \lim_{\tau \to 0} H^k(L_\varepsilon; \mathcal{L}^*(H)) = \lim_{\tau \to 0} H^k(L_\varepsilon; \mathcal{L}^*(H)).$$

Since $H^k(L_\varepsilon; \mathcal{L}^*(H))$ is stable with respect to $\varepsilon$, (5.9.1) and (5.9.2) entail

$$(5.9.3) \quad H^k(L_\varepsilon)(X^*(1); H) \approx H^k(X^*(1); \varphi H_C \mid_{X^*(1)}) \approx H^k(X \setminus \{0\}; \varphi H_C).$$

In particular, we observe
Note that
\[(5.9.4) \quad \dim \mathcal{H}^k_{(2)}(X^*(1); H) < \infty.\]

In order to be precise, let us denote by $T_k$ the weak closure of the exterior derivative $d$ acting on $k$-forms. Then (5.9.4) implies that the range $R(T_{k-1})$ of $T_{k-1}$, i.e., the denominator in the right-hand side of (5.9.5), is closed. See Appendix for the terminologies and some basic results in functional analysis which we are using here.

Now, the closedness of $R(T_{k-1})$ guarantees the validity of the Hodge-Kodaira decomposition ([Ko], Ch. IV, § 1. See also Appendix Theorem A.2.1), that is, the following lemma holds.

Lemma 5.9.1. For $t > 0$, the space $L^2_{(2)}(X^*(t); H)$ of $(H^1, X^*(t))$-valued $L^2$-k-forms on $X^*(t)$ admits the orthogonal decomposition
\[(5.9.6) \quad R(T_{k-1}) = L^2_k \oplus \mathcal{H}^k \oplus R(T_k^*),\]

where $T_{k-1}$ denotes the weak closure of the exterior derivative, $T_k^*$ denotes the adjoint operator of $T_k$, and $\mathcal{H}^k$ denotes the space of harmonic $L^2$-k-forms.

§ 5.10. Harmonic Representatives of $L^2$-Cohomology Groups

To complete the proof of Theorem 5.4.1 in a later subsection (§ 5.12), we prepare a proposition which guarantees that we can choose a harmonic form to represent a cohomology class in $\mathcal{H}^k(X; \mathcal{L}(H))$. To be more precise, we will prove the following

Proposition 5.10.1. Let $\omega$ be a closed $L^2$-form on $X^* \cap \{t < a\}$. Then we can find $h(t)$ and $h'(t)$ which are $L^2_{(2)}(X^*(1), H)$-valued $L^2$-form on $\{t; t < a\}$ satisfying the following conditions:

\[(5.10.1) \quad h(t) \text{ and } h'(t) \text{ are harmonic. (Cf. Corollary 5.10.5).}\]
\[(5.10.2) \quad \omega - (h(t) + h'(t))dt' \text{ is the coboundary of a square-integrable form on } X^* \cap \{t < a\}.\]
\[(5.10.3) \quad \partial h(t)/\partial t = 0\]
(5.10.4) \( h^t dt/t \) is a square-integrable form on \( X^* \cap \{ t < a \} \).

In order to prove this proposition, we prepare several notations and lemmas. Let us first denote by \( ||f||_{X^*(t)} \) the \( L^2 \)-norm of a distribution \( f \) defined on \( X^*(t) \) which is determined by the Riemannian metric \( g(t) \) and the fiber metric on \( H^i|_{X^*(t)} \). Then it follows from (5.8.3) and (5.8.6) that \( ||f||_{X^*(t)} \) and \( ||f||_{X^*(t')} \) are equivalent for each \( t \) and each \( t' \) (\( 0 < t \leq t' \)). More precisely, there exists a constant \( c \) which satisfies

\[
||f||_{X^*(t)} \leq \left( \frac{t'}{t} \right)^c ||f||_{X^*(t')}
\]

Furthermore we can verify the following

**Lemma 5.10.2.** There exists a constant \( C \) which does not depend on \( t < 2 \) and which enjoys the following property:

For any \( L^2 \)-coboundary form \( u \) on \( X^*(t) \) we can find an \( L^2 \)-form \( v \) on \( X^*(t) \) which satisfies

\[
(5.10.5) \quad u = d_{X^*(t)}^* v
\]

\[
(5.10.6) \quad ||v||_{X^*(t)} \leq C ||u||_{X^*(t)}
\]

Here \( d_{X^*(t)} \) means the exterior derivative on \( X^*(t) \).

**Proof.** For an integer \( q \geq 1 \), let us consider the following commutative diagram

\[
\begin{array}{ccc}
V & \xrightarrow{q^{k/2}} & V \\
\downarrow & & \downarrow \\
X^*(t) & \xleftarrow{f_q} & X^*(qt) \\
\cup & & \cup \\
(t, x', y) & \leftarrow & (qt, x, y)
\end{array}
\]

where \( x' = qx \). Note that \( f_q \) is an isometry and preserves the fiber metrics between the bundle \( V \) on \( X^*(t) \) and \( V \) on \( X^*(qt) \). Moreover this commutes with the exterior derivative \( d \). In fact, for \( e \in V \) we find

\[
d_{X^*(t)}(q^{k/2} e) = \sum_j dx_j \otimes N_j q^{k/2} e
\]

\[
= q^{k/2} \sum_j q dx_j \otimes N_j e
\]

\[
= q^{k/2} \sum_j dx_j' \otimes N_j e
\]

\[
= q^{k/2} d_{X^*(t')} e,
\]

because the commutation relation (5.8.4) implies...
THE POINCARÉ LEMMA FOR HODGE STRUCTURE

(5.10.8) \[ N_j q^{K/2} = q^{K/2+1} N_j \quad (j=1, \ldots, n) \]

Now, for each \( t \) \((0 < t < 2)\), we can find a positive integer \( q \) such that \( 1 < q t < 3 \). Then, by the Hodge-Kodaira decomposition (Lemma 5.9.1), we can find a unique \( v \) which satisfies the following:

(5.10.9) \[ f_q^* u = d\bar{v} \]

(5.10.10) \( v \) is orthogonal to the space of harmonic forms and \( R(d^*) \), the range of the adjoint operator of (the weak closure of) \( d \).

Then \( \bar{v} \) satisfies for some constant \( C \) (independent of \( t \))

(5.10.11) \[ ||\bar{v}||_{X^t(qt)} \leq C ||f^* u||_{X^t(qt)} \]

Since \( \bar{v} \) is unique, \( v \) is stable under the covering transformation of \( f_q \). Therefore we can find \( v \) such that \( \bar{v} = f_q^* v \). Then

(5.10.12) \[ u = d\bar{v} \]

Furthermore we have

(5.10.13) \[ ||f^* u||_{X^t(qt)} = q^n ||u||_{X^t(t)} \]

and

(5.10.14) \[ ||f^* v||_{X^t(qt)} = q^n ||v||_{X^t(t)} \]

Hence (5.10.11) implies

(5.10.15) \[ ||v||_{X^t(t)} \leq C ||u||_{X^t(t)} \]

where \( C \) is independent of \( t \).

Q.E.D.

Lemma 5.10.3. Let \( A \) be the operator given in Definition 5.8.4, and let \( h \) be a square-integrable harmonic form on \( X^*(t) \). Then we find

(5.10.16) \[ L_{\partial/\partial x_j} h = 0 \quad \text{for any } j \]

and

(5.10.17) \[ Ah \text{ is harmonic.} \]

Here \( L_{\partial/\partial x_j} \) is the Lie derivative of \( \partial/\partial x_j \) acting on \( V \) trivially.

Proof. Let us first recall the following well-known fact:

Sublemma 5.10.4. Let \( G \) be a connected topological group acting on a topological space \( X \), \( F^* \) a complex of sheaves on \( X \) (or objects in the derived category). Let \( f: G \times X \rightarrow X \) be the composition map and let \( p: G \times X \rightarrow X \) be the
projection. Let $\alpha$ be an isomorphism $f^{-1}F \cong p^{-1}F$. For any $g$ in $G$ let $i_g \circ \alpha: g^{-1}F \cong F^*$ be the morphism given by $i_g: X \to G \times X$. Then we find

$$H^k(X; g^{-1}F) \xrightarrow{i_g \circ \alpha} H^k(X; F^*)$$

commutes.

Now we use this result in the following manner: Take $G = \mathbb{R}^n$ and let $G$ act on $X^*(t)$ by $a: (x, y) \mapsto (x + a, y)$, which can be extended to the action on $*H$ so that it acts on $V$ by $e^{2\pi i f}$, $f$. Therefore this action is trivial on the cohomology groups $H^k(X^*(t); *H|_{X^*(t)})$. In particular, for $a \in \mathbb{Z}^n$, this action is nothing but $e^{2\pi i f}$ on $*H$. This means that the actions of $N_j$ on $H^k(X^*(t); *H|_{X^*(t)})$ is trivial. Therefore for $a \in \mathbb{R}^n$, the action of $a$ on $X^*(t)$ and the trivial action on $V$ induce the trivial action on the cohomology groups. Now, by the induction hypothesis, the cohomology group is isomorphic to the space of square-integrable harmonic forms. This implies $h(x + a) = h(x)$ for any square-integrable harmonic form $h$. Hence $L_{\partial \mu x} h = 0$ holds.

The assertion (5.10.17) is an immediate consequence of the commutation relations

$$[A, d_{X^*(t)}] = 2d_x, [A, d^*_{X^*(t)}] = 2 \sum_j (t^2 y_j^{-1})^{1/2} \partial \mu x_j L_{\partial \mu x_j}.$$ 

proved in Lemma 5.8.4, and the fact that a harmonic form $h$ satisfies $d_{X^*(t)} h - d^*_{X^*(t)} h = 0$.

**Corollary 5.10.5.** Let us identify $V$-valued forms on $X^*(t)$ and those on $X^*(t')$ by $(t, x, y) \leftrightarrow (t', x, y)$. Then a square-integrable harmonic form $h$ on $X^*(t)$ is also harmonic on $X^*(t')$.

**Proof.** Let $\tilde{X^*(t')}$ be the universal covering of $X^*(t)$. Then we have the following commutative diagram:

```
\begin{array}{ccc}
V & \xrightarrow{(t'/t)^{E/2}} & V \\
\downarrow & & \downarrow \\
X^*(t) & \leftarrow & X^*(t') \\
\downarrow & & \downarrow \\
X^*(t) & \xrightarrow{f} & X^*(t').
\end{array}
```
Here $f$ is given by $(t', x', y) \mapsto ((t, x, y)$ with $x' = \frac{t}{t'} x$. Then $\iota$ and $(\iota')^{\#} \iota^{\#}$ give isomorphisms of Riemannian manifolds and vector bundles with Hermitian metric. Hence the Laplacians $\Delta_t$ and $\Delta_{t'}$ coincide. Therefore the result follows from the fact that if $h$ is harmonic then $(\iota')^{\#} \iota^{\#} h$ is also harmonic.

**Lemma 5.10.6.** There exist a locally finite open covering $\{J_i, i = 1, 2, \ldots\}$ of $\mathbb{R}^+ (= \{t \in \mathbb{R}; t > 0\})$ and an associated partition of unity $\{a_j\}_{j=1,2,\ldots}$ which satisfy the following conditions for some constants $a$ and $c$:

(5.10.18) If $t_1$ and $t_2$ belong to $I_j$, then $|t_1/t_2| \leq a$.
(5.10.19) $a_j$ is a non-negative $C^\infty$-function with its support in $I_j$.
(5.10.20) $\sum_j a_j = 1$.
(5.10.21) $\sum |t \frac{\partial a_j}{\partial t}| \leq c$.

**Proof.** Let $J_i (l \in \mathbb{Z})$ denote an open interval $\{s \in \mathbb{R}; 1-2 < s < 1+2\}$. Let $\chi(s)$ be a non-negative $C^\infty$-function whose support is contained in $\{s \in \mathbb{R}; |s| < 2\}$ and which is strictly positive on $\{s \in \mathbb{R}; |s| < 1\}$. Let $x_m(s)$ $(m \in \mathbb{Z})$ denote $x(s-m)$. Denote by $b_i(s)$ the function

$$\frac{\chi_l(s)}{\sum_m \chi_m(s)}.$$

Then we immediately see:

(5.10.22) $\text{supp } b_i \subset J_i$.
(5.10.23) $\sum_i b_i = 1$.

Since $\sum_i |\frac{\partial}{\partial s} b_i(s)|$ is a periodic function, it must be bounded on $\mathbb{R}$. Next define $I_i$ and $a_i(t)$ by $\{t \in \mathbb{R}^+; \log(l-2) < t < \log(l+2)\}$ and $b_i (\log t)$, respectively. By renumbering $I_i$ and $a_i$ suitably we can find the required $J_i$ and $a_j$.

Q.E.D.

Let us now embark on the proof of Proposition 5.10.1. Let us fix a point $t_j$ in each interval $I_j$ in Lemma 5.10.6. Our strategy is to decompose closec $L^2$-form $\omega$ on $X^*$ in $L^2(X^*(t_j); H|_{X^*(t_j)})$ first and then to patch them together using the preceding lemmas. Let $u$ and $v$ be a form independent of $dt$ which satisfies
Then the assumption that $\omega$ is a closed $L^2$-form implies the following:

\begin{align}
\omega &= \frac{dt}{t} u + v.
\end{align}

Here and in what follows we sometimes use the symbol $d_{X^*(t)}$ to emphasize that the exterior derivative is considered on $X^*(t)$. If there is no fear of confusion, we simply denote it by $d'$. 

In view of (5.10.26), we can decompose $v(t)$ as

\begin{align}
h_j(t) + d_{X^*(t)} w_j(t)
\end{align}

with respect to the metric on $X^*(t_j)$, where $h_j(t)$ is a harmonic form. It is clear that $h_j(t)$ is independent of $j$, and hence we denote it simply by $h(t)$. By Lemma 5.10.2 we may assume without loss of generality

\begin{align}
\|h(t)\|_{X^*(t)} \leq \|v(t)\|_{X^*(t)}
\end{align}

and

\begin{align}
\|w_j(t)\|_{X^*(t)} \leq C \|v(t)\|_{X^*(t)}.
\end{align}

By the orthogonal decomposition in $L^h_{\langle 0 \rangle}(X^*(t_j); H)$, we may further assume

\begin{align}
w_j(t, x) \text{ is orthogonal to the space of closed forms in } L^h_{\langle 0 \rangle}(X^*(t_j); H).
\end{align}

Let $\varphi(t)$ be a compactly supported $C^\infty$-function of $t \in \mathbb{R}$. Then it follows from (5.10.24), (5.10.29) and (5.10.25) that

\begin{align}
d' \int \varphi(t) u(t) \frac{dt}{t} &= - \int \left( t \frac{\partial}{\partial t} \varphi(t) \right) v(t) \frac{dt}{t} \\
&= - \int \left( t \frac{\partial}{\partial t} \varphi(t) \right) h(t) \frac{dt}{t} - d' \int \left( t \frac{\partial}{\partial t} \varphi(t) \right) w_j(t) \frac{dt}{t}.
\end{align}

Since $\int \frac{\partial}{\partial t} (\varphi(t)) hdt$ is harmonic it must be orthogonal to the space of coboundary forms, and hence this integral vanishes for any $\varphi$. Thus we obtain
(5.10.34) \[ \frac{\partial h}{\partial t} = 0 \]
and
(5.10.35) \[ d'( \int \varphi(t) u(t) \frac{dt}{t} + \int (t \frac{\partial}{\partial t} \varphi(t)) w_j \frac{dt}{t} ) = 0 \, . \]

Next let us decompose \( u(t) \) in \( L^k_{\varphi}(X^{\varphi}(t_j); H) \) as
(5.10.36) \[ u(t) = h^j(t) + \beta_j(t) + d'\alpha_j(t) \, , \]
where \( h^j(t) \) is the harmonic part of \( u(t) \) (independent of \( j \)) and \( \beta_j(t) \) is orthogonal to the space of closed forms. Then we have
(5.10.37) \[ ||h^j(t)||_{X^{\varphi}(t_j)} \leq ||u(t)||_{X^{\varphi}(t_j)} \]
and
(5.10.38) \[ ||\beta_j(t)||_{X^{\varphi}(t_j)} \leq ||u(t)||_{X^{\varphi}(t_j)} \, . \]

Note that (5.10.37) implies
\[ ||h^j(t)||_{X^{\varphi}(t_j)} \leq C||u(t)||_{X^{\varphi}(t_j)} \quad \text{for} \quad t \in I_j \]
with a constant \( C \) independent of \( j \). Since \( h^j(t) \) is a globally defined form it means
(5.10.39) \[ ||h^j(t)||_{X^{\varphi}(t)} \leq C||u(t)||_{X^{\varphi}(t)} \]
with a constant \( C \) independent of \( t \). It also follows from (5.10.36) that for any compactly supported \( C^\infty \)-function \( \varphi(t) \) we find
(5.10.40) \[ \int (\varphi(t) u(t) + (t \frac{\partial}{\partial t} \varphi(t)) w_j(t)) \frac{dt}{t} = \int \varphi(t) h^j(t) \frac{dt}{t} + \int (\varphi(t) \beta_j(t) + (t \frac{\partial}{\partial t} \varphi(t)) w_j(t)) \frac{dt}{t} + \int \varphi(t) d'\alpha_j(t) \frac{dt}{t} \, . \]

Since the left hand side together with the first and the third terms in the right side of (5.10.40) is closed, the definition of \( \beta_j \) and the property (5.10.32) imply
(5.10.41) \[ \beta_j = t \frac{\partial w_j}{\partial t} \, . \]

Hence (5.10.38) implies
(5.10.42) \[ ||t \frac{\partial w_j}{\partial t}(t)||_{X^{\varphi}(t_j)} \leq ||u(t)||_{X^{\varphi}(t_j)} \, . \]
In view of the structure of the metrics and the condition (5.10.18) on the size of the interval $I_j$, we can find a constant $C$ independent of $j$ such that

\[(5.10.43) \quad \|t \frac{\partial w_j}{\partial t}\|_{x^*(t)} \leq C \|u\|_{x^*(t)} \quad \text{for} \quad t \text{ in } I_j.\]

Let $w_{jk}$ denote $w_j - w_k$. Then it follows from the definition (5.10.29) that $w_{jk}$ is a closed form on $I_j \cap I_k$. Furthermore we have

\[(5.10.44) \quad \|w_{jk}(t)\|_{x^*(t)} \leq C \|v(t)\|_{x^*(t)}\]

and

\[(5.10.45) \quad \|t \frac{\partial w_{jk}}{\partial t}(t)\|_{x^*(t)} \leq C \|u(t)\|_{x^*(t)} \quad \text{for} \quad t \text{ in } I_j \cap I_k.\]

Using the partition of unity \(\{a_j\}\) introduced in Lemma 5.10.6, we define a closed form $\tau_j$ on $I_j$ by

\[(5.10.46) \quad \sum_k a_k w_{jk}.\]

Then we obtain from Lemma 5.10.6, (5.10.44) and (5.10.45) the following:

\[(5.10.47) \quad \|\tau_j(t)\|_{x^*(t)} \leq C \|v(t)\|_{x^*(t)} \quad (t \in I_j)\]

\[(5.10.48) \quad \|t \frac{\partial \tau_j}{\partial t}(t)\|_{x^*(t)} = \|\left( \sum_k t \frac{\partial a_k}{\partial t} w_{jk} + \sum_k a_k t \frac{\partial v_{jk}}{\partial t} \right)\|_{x^*(t)} \leq C' \|v(t)\|_{x^*(t)} + \|u(t)\|_{x^*(t)} \quad (t \in I_j),\]

where $C'$ is another constant independent of $j$.

On the other hand, it follows from the definition of $w_{jk}$ and $\tau_j$ that

\[(5.10.49) \quad \tau_j - \tau_k = \sum_i a_i (w_j - w_i) - \sum_i a_i (w_k - w_i) = w_j - w_k \quad (t \in I_j \cap I_k).\]

Set $w = w_j - \tau_j$. Then (5.10.49) guarantees that $w$ is a globally defined form, and (5.10.31) and (5.10.43) imply

\[(5.10.50) \quad \|w(t)\|_{x^*(t)} \leq C \|v(t)\|_{x^*(t)},\]

\[(5.10.51) \quad \|t \frac{\partial w}{\partial t}\|_{x^*(t)} \leq C (\|v(t)\|_{x^*(t)} + \|u(t)\|_{x^*(t)})\]

for some constant $C$ independent of $t$. Combining (5.10.36), (5.10.41) and the definition of $w$, we obtain

\[(5.10.52) \quad u - t \frac{\partial w}{\partial t} = h + t \frac{d \tau_k}{\partial t} + d' k,\]
where \( r_k \) is a closed form on \( I_k \). Hence \( u - t \frac{\partial w}{\partial t} \) is a closed form. By (5.10.51), (5.10.39), (5.10.27) and (5.10.28), it is a square-integrable form on \( X^* \). Therefore, by the same reasoning as in the proof of Lemma 5.10.2, we find \( \alpha(t) \) and a harmonic form \( h^2(t) \) which satisfy

\[
\begin{cases}
u - t \frac{\partial w}{\partial t} = h^2 + d' \alpha, \\
\|\alpha(t)\|_{X^*(t)} \leq C \|u - t \frac{\partial w}{\partial t}\|_{X^*(t)} \leq C' (\|u\|_{X^*(t)} + \|v\|_{X^*(t)}), \\
\|h^2(t)\|_{X^*(t)} \leq C' (\|u\|_{X^*(t)} + \|v\|_{X^*(t)})
\end{cases}
\]

with some constants \( C \) and \( C' \) which are independent of \( t \). Hence (5.10.53) combined with (5.10.27) and (5.10.28) entails that \( \alpha \) and \( h^2 \) are square-integrable form on \( X^* \). Then it follows from the definition of \( u, v \) and \( w \) that

\[
\omega = \frac{dt}{t} u + v
\]

\[
= \frac{dt}{t} \left( t \frac{\partial w}{\partial t} + h^2 + d' \alpha \right) + h + d' w_j
\]

\[
= dt \frac{\partial w}{\partial t} + \frac{dt}{t} h^2 + d' \left( \frac{dt}{t} \alpha \right) + h + d' w
\]

\[
= dx^* (w + \frac{dt}{t} \alpha) + \frac{dt}{t} h^2 + h.
\]

Since \( w + \frac{dt}{t} \alpha \) is square-integrable by (5.10.50) and (5.10.53), the relations (5.10.54) and (5.10.34) are exactly the same as what Proposition 5.10.1 asserts. Thus we have completed the proof of Proposition 5.10.1 at long last.

The following proposition gives us a characterization of an \( L^2 \)-coboundary form on \( X^* \). Combining Proposition 5.10.1 and the following one, we have complete description of the \( L^2 \)-cohomology groups in terms of \( L^2 \)-harmonic forms.

**Proposition 5.10.7.** Let \( h \) and \( h^1 \) be the harmonic forms given in Proposition 5.10.1. Then the following two statements are equivalent:

\[
h + \frac{dt}{t} h^1 \text{ is a coboundary of an } L^2 \text{-form on } X^*.
\]
(5.10.56) (i) \( h = 0 \)

and

(ii) There exists a harmonic form \( H^1 \) which is square-integrable on \( X^* \) and satisfies \( h^1 = t \frac{\partial H^1}{\partial t} \).

Proof. It is clear that (5.10.56) implies (5.10.55). Let us show that (5.10.55) implies (5.10.56). Let \( u \) and \( v \) be forms free from \( dt \) and suppose that they satisfy

\[
(5.10.57) \quad h + \frac{dt}{t} h^1 = d_x^* \left( \frac{dt}{t} u + v \right).
\]

Since

\[
(5.10.58) \quad d_x^* \left( \frac{dt}{t} u + v \right) = \frac{dt}{t} \left( -d' u + t \frac{\partial v}{\partial t} \right) + d' v,
\]

we find

\[
(5.10.59) \quad h = d' v
\]

and

\[
(5.10.60) \quad h^1 = t \frac{\partial v}{\partial t} - d' u.
\]

Since \( h \) is a harmonic form, (5.10.59) implies

\[
(5.10.61) \quad h = d' v = 0.
\]

Hence, by the same reasoning as in the proof of Proposition 5.10.1, we can find a square-integrable harmonic form \( H^1 \) and a square-integrable form \( w \) which satisfy

\[
(5.10.62) \quad v = H^1 + d' w.
\]

Then (5.10.60) and (5.10.62) imply

\[
(5.10.63) \quad h^1 - t \frac{\partial H^1}{\partial t} = d' (t \frac{\partial w}{\partial t} - u).
\]

Hence we conclude

\[
(5.10.64) \quad h^1 = t \frac{\partial H^1}{\partial t}.
\]

This completes the proof of Proposition 5.10.7.

§ 5.11. By the induction hypothesis, each cohomology class in \( H^p(X^*(1); \)
"H|_{X^*} can be represented by a harmonic form h on X^*(1), while Lemma 5.10.3 guarantees that Ah is also harmonic. Thus the operator A defines an endomorphism of H^k(X^*(1); "H|_{X^*}). As we shall prove in a later subsection (§ 5.13), the purity theorem gives a bound on the eigenvalues λ of the operator A acting on H^k(X^*(1); "H|_{X^*}) as follows:

Proposition 5.11.1. Let λ be an eigenvalue of A acting on the space of square-integrable harmonic k-forms on H|_{X^*}. Then we find:

\[
\lambda \leq \begin{cases} 
\lambda = k, & \text{if } k < n \\
\lambda \geq k + 1, & \text{if } k \geq n.
\end{cases}
\]

§ 5.12. Admitting Proposition 5.11.1 for a while, let us show how Theorem 5.4.1 follows from it. We begin our discussion by recalling the following celebrated inequality due to Hardy ([H-L-P], p. 245, Lemma 5.12):

Lemma 5.12.1. Let r be a real number different from 0. Let f(t) be a measurable function such that \( \int_0^\infty t^r |f|^2 \frac{dt}{t} \) is finite. Then we can find F(t) which satisfies the following:

\[
(5.12.1) \quad t \frac{dF}{dt} = f,
\]

\[
(5.12.2) \quad \int_0^\infty t^r |F|^2 \frac{dt}{t} \leq \left( \frac{2}{r} \right)^2 \int_0^\infty t^r |f|^2 \frac{dt}{t}.
\]

Using this lemma, we claim that h^1 in Proposition 5.10.1 may be supposed to be 0. In fact, we may assume without loss of generality that h^1 is an eigenfunction of A with the eigenvalue λ. By (5.8.12), we then find

\[
||h^1||_{L^2} = \int t^{n-\lambda} |h^1| |h^1|^{\frac{1}{\lambda}} dt.
\]

Since Proposition 5.11.1 guarantees \( n-\lambda \neq 0 \), we can find by Lemma 5.12.1 a square-integrable harmonic form H^1 such that

\[
(5.12.3) \quad t \frac{dH^1}{dt} = h^1.
\]

Since H^1 is harmonic, Lemma 5.10.3 and (5.12.3) imply

\[
(5.12.4) \quad d_X H^1 = \frac{dt}{t} h^1,
\]

that is, \( \frac{dt}{t} h^1 \) is an exact \( L^2 \)-form on X^*.

first that $h^t=0$.

Next let us discuss $h$ in Proposition 5.10.1. Again we may suppose that $h$ is an eigenfunction of $A$ with the eigenvalue $\lambda$. Then $||h||^2_{x^*} = \int t^{n-\lambda}||h||^2_{x^*(\Omega)} dt$, and hence (5.10.3) implies that $h$ should vanish if it is an $L^2$-form on $X^*$, in case $\lambda \geq n$. Therefore Proposition 5.11.1 implies $h=0$ if $k \geq n$. On the other hand, if $k < n$, then, again by Proposition 5.11.1, we find that the finiteness of $||h||_{x^*}$ is equivalent to the finiteness of $||h||_{x^*(\Omega)}$.

Thus we have verified

\[(5.12.5) \quad H^k(X; \mathcal{L}^\sigma(H)) \cong \begin{cases} 0 & \text{if } k \geq n \\ H^k(X \setminus \{0\}; \mathcal{L}^\sigma(H)|_{x^*(\Omega)}) & \text{if } k < n, \end{cases}\]

and the induction proceeds.

§ 5.13. Now we shall prove Proposition 5.11.1. It will complete the proof of Theorem 5.4.1 at long last.

For a positive integer $q$, let us consider the diagram

\[(5.13.1) \quad \xymatrix{ H_C \ar[r]^{q^{K/2}} \ar[d] & H_C \ar[d] \\ X \ar[r]_{f^*_q} & X. }\]

Here, $f^*_q$ is the morphism $(z_1, \ldots, z_n) \mapsto (z_1^q, \ldots, z_n^q)$. Then the morphism $q^{K/2}: H_C \to f^*_q H_C$ extends to

\[(5.13.2) \quad \tau: \mathcal{E} H_C \to \mathbb{R} f^*_q \mathcal{E} H_C.\]

Then, we obtain

\[(5.13.3) \quad \varphi^{(k)}_q: H^k(X \setminus \{0\}; \mathcal{E} H_C) \overset{\tau}{\cong} H^k(X \setminus \{0\}; \mathbb{R} f^*_q \mathcal{E} H_C) \]

Since $H^k(X \setminus \{0\}; \mathcal{E} H_C) = H^k(X(1); \mathcal{E} H_C) = H^k_{[U]}(X^*(1); H)$ and since this space is represented by the space $\mathcal{E}^k$ of harmonic forms, $\varphi^{(k)}_q$ is represented by $q^{K/2}$ on $\mathcal{E}^k$. Therefore in order to show Proposition 5.11.1, it suffices to show that any eigenvalue $\mu$ of $\varphi^{(k)}_q$ satisfies

\[(5.13.4) \quad \mu \leq q^{K/2} \quad \text{if } k < n, \quad \mu \geq q^{(k+1)/2} \quad \text{if } k \geq n.\]

Let us first consider the case where $k < n$. Then
(5.13.5) \[ H^k(X; \mathcal{H}_\mathcal{C}) \cong H^k(X \setminus \{0\}; \mathcal{H}_\mathcal{C}) \]

holds. Hence \( \varphi^{(k)} \) defines an endomorphism of \( H^k(X; \mathcal{H}_\mathcal{C}) \). We shall show the required bound on the eigenvalues of \( \varphi^{(k)} \) follows from the purity theorem (Theorem 4.0.1.). For this purpose, we may, and do, enlarge \( X \) to \( \mathcal{C}^n \).

Let \( \mathcal{M} \) be the \( \mathcal{D}_X \)-module corresponding to \( \mathcal{H}_\mathcal{C} \), that is,

\[ \text{DR}(\mathcal{M}) \cong \mathcal{H}_\mathcal{C}. \]

Then the homomorphism \( \tau \) extends to

\[ \tau: \text{DR}(\mathcal{M}) \to f_* \text{DR}(\mathcal{M}) \]

given by \( \omega \otimes e \mapsto f^* \omega \otimes q^{\nu} e \) for \( \omega \in \mathcal{D}(\mathcal{Y}) \) and \( e \in V \). Now we can calculate \( H^k(X; \mathcal{H}_\mathcal{C}) \) by \( H^k(\Pi(N_1, \ldots, N_n)) \), because \( \Gamma'(X; \text{DR}(\mathcal{M})) \) is quasi-isomorphic to the partial Koszul complex \( \Pi(N_1, \ldots, N_n) \). Then, on \( \Pi(N_1, \ldots, N_n) \), the homomorphism \( \tau \) is given by

\[ \tau: \text{Im} N_{j_1} \cdots N_{j_t} \ni e \mapsto q^{k/2+v} e. \]

If we endow \( \Pi(N_1, \ldots, N_n) \) with the mixed Hodge structure, then \( K \) acts on \( \text{Gr}^W_k(\Pi(N_1, \ldots, N_n)^h) \) by \( \mu - w - 2k \), and hence \( \tau \) acts by \( q^{1/2(\mu-w-2k+k)} = q^{1/2(\mu-w)} \).

Now the purity theorem says

\[ \text{Gr}^W_k(\Pi(N_1, \ldots, N_n)) = 0 \quad \text{for} \quad \mu > w + k. \]

Thus any eigenvalue \( \mu \) of \( \varphi^{(k)}_\mathcal{C} \) satisfies

\[ \mu \leq q^{1/2((w+k)-w)} = q^{1/2-k}. \]

Let us now consider the case where \( k \geq n \). In view of the long exact sequence for local cohomology groups, we obtain

(5.13.6) \[ H^k(X \setminus \{0\}; \mathcal{H}) \cong H^{k+1}(X; \mathcal{H}) \quad (k \geq n). \]

On the other hand, the Poincaré-Verdier duality implies

(5.13.7) \[ H^{k+1}(X; \mathcal{H}) \cong (H^{2n-1-k}(X; (\mathcal{H})^*))' \]

Here \( (\quad)' \) means the dual vector space, and \( (\mathcal{H})^* \) means \( \mathbb{R} \mathcal{O}_{\mathcal{H}om}(\mathcal{H}, \mathcal{O}) \).

Since \( f \) is a finite-covering map, \( (f_* \mathcal{H})^* \cong f_*(\mathcal{H}^*) \) holds. Let \( \alpha^* \) denote the dual morphism of \( \alpha: \mathcal{H}_\mathcal{C} \to \mathbb{R} \mathcal{O}_{\mathcal{H}om}(\mathcal{H}^*, \mathcal{O}) \). If we denote by \( \beta \) the map from \( \mathcal{H}_\mathcal{C} \) to \( f_* \mathcal{H}_\mathcal{C} \) obtained in the same manner as in the definition of \( \alpha \), we find

(5.13.8) \[ \alpha^* \circ \beta = q^u, \quad \text{the number of} \ f^{-1}(z) \ \text{for a generic} \ z. \]
In fact, since \( \text{Hom}(^*H_C, ^*H_C) = \text{Hom}(^*H_C|_X, ^*H_C|_X) \), it is enough to prove (5.13.8) on \( X^* \). This can be checked easily.

Passing to the level of the cohomology groups, we conclude the following claim (5.13.9) from (5.13.8).

(5.13.9) The endomorphism \( H^{2n-k-1}(\alpha^*) \circ H^{2n-k-1}(\beta) \) of \( H^{2n-k-1}(X; ^*H^*) \) coincides with \( q^n \).

As \( k \geq n \) in the present situation, we have \( 2n-k-1 < n \). Hence any eigenvalue of \( H^{2n-k-1}(\beta) \) should be equal to or smaller than \( q^{(2n-k-1)/2} \). Therefore it follows from (5.13.9) that any eigenvalue of \( H^{2n-k-1}(\alpha^*) \) is equal to or bigger than \( q^{(k+1)/2} \). Since \( H^{2n-k-1}(\alpha^*) = H_{10}^p(\alpha)^* = \varphi_q^{(k)} \), the eigenvalues of \( \varphi_q^{(k)} \) enjoy the same property. Thus we have completed the proof of Proposition 5.11.1.

§ 6. The Hodge Decomposition and the Hard Lefschetz Theorem

§ 6.0. In the preceding sections, we showed that when \( X \) is a compact complex manifold, the \( L^2 \)-cohomology groups give the intermediate cohomology groups of the variation of polarized Hodge structure given on the complement of a normally crossing hypersurface in \( X \).

Now we shall show that, when \( X \) is a Kähler manifold, the decomposition theorem of Hodge, Weyl, Kodaira, ... for the constant case still hold for the variation of polarized Hodge structure.

Moreover, as observed in [Z], the results of Hodge (e.g. [W]) hold in this case also. Referring to [Z] and [W] for the proofs, we shall just state the facts that we need in our context.

§ 6.1. Let \( X \) be a Kähler manifold with a Kähler metric \( \omega \). Using a local coordinate \( z \) of \( X \), \( \omega \) has the form

\[
\omega = \frac{\sqrt{-1}}{2} \sum_{a,\beta} h_{a\bar{\beta}} dz_a d\bar{z}_\beta
\]

with a positive definite Hermitian form \( (h_{a\bar{\beta}})_{a,\beta} \). We confuse this Kähler form with a Riemannian metric \( \sum h_{a\bar{\beta}} dz_a \otimes d\bar{z}_\beta \). Let \( H \) be a variation of polarized Hodge structure of weight \( w \). If we denote by \( \mathcal{E} \) the sheaf of \( C^\infty \)-functions, \( \mathcal{E}(H) = \bigotimes_H H_C \) has also a Hodge decomposition by

(6.1.1) \[
\mathcal{E}(H) = \bigoplus_{p+q=w} \mathcal{J}^{p,q}.
\]

Here \( \mathcal{J}^{p,q} = \mathcal{E} \otimes F^p(H) \cap \mathcal{E} \otimes \overline{F}^q(H) \).
Denoting by \( \mathcal{E}^k \) the sheaf of \( C^\infty \)-\( k \)-forms and by \( \mathcal{E}^{p,q} \) the sheaf of \( C^\infty \)-\((p, q)\)-forms, we define the filtration of \( \mathcal{E}^k(H) = \mathcal{E}^k \otimes \mathcal{O}_H \) by

\[
\begin{align*}
\mathcal{F}^p(\mathcal{E}^k(H)) &= \sum \mathcal{E}^{i,k-i} \otimes \mathcal{O}_X \mathcal{F}^{p-i}(H) \\
\mathcal{F}^q(\mathcal{E}^k(H)) &= \sum \mathcal{E}^{k-j} \otimes \mathcal{O}_X \mathcal{F}^{q-j}(H).
\end{align*}
\]

Then \( \mathcal{E}^k(H) \) has also the Hodge decomposition

\[
\mathcal{E}^k(H) = \bigoplus_{p+q=k} \mathcal{H}^{p,q}.
\]

Now the exterior derivative \( d \) of \( \mathcal{E}^r \) extends to \( \mathcal{E}^r \otimes \mathcal{O}_H \) and satisfies

\[
\begin{align*}
d(F^p(\mathcal{E}^k(H))) &\subset F^p(\mathcal{E}^{k+1}(H)) \\
d(F^q(\mathcal{E}^k(H))) &\subset F^q(\mathcal{E}^{k+1}(H)).
\end{align*}
\]

Therefore we have

\[
d \mathcal{H}^{p,q} \subset \mathcal{H}^{p+1,q} \oplus \mathcal{H}^{p,q+1}.
\]

We shall decompose \( d: \mathcal{E}^r(H) \to \mathcal{E}^r(H) \) by \( d = d' + d'' \) so that

\[
\begin{align*}
d' \mathcal{H}^{p,q} &\subset \mathcal{H}^{p+1,q} \\
d'' \mathcal{H}^{p,q} &\subset \mathcal{H}^{p,q+1}.
\end{align*}
\]

Then we have

\[
\begin{align*}
d' F^p(\mathcal{E}^r(H)) &\subset F^{p+1}(\mathcal{E}^r(H)) \\
d' F^q(\mathcal{E}^r(H)) &\subset F^{q}(\mathcal{E}^r(H)) \\
d'' F^p(\mathcal{E}^r(H)) &\subset F^{p}(\mathcal{E}^r(H)) \\
d'' F^q(\mathcal{E}^r(H)) &\subset F^{q+1}(\mathcal{E}^r(H)).
\end{align*}
\]

Let us denote the Hermitian metric of the \( C^\infty \)-vector bundle \( \mathcal{E}^r(H) \) by \( \langle \cdot | \cdot \rangle \). Then we can define for a linear differential operator \( P \) acting on \( \mathcal{E}^r(H) \) its formal adjoint \( P^* \) by

\[
\langle P^* u | v \rangle \omega^r = \int \langle u | Pf \rangle \omega^r
\]

for \( u \in \mathcal{D}(H) \) and \( v \in \mathcal{E}^r(H) \) with compact support.

Following [W], let \( L \) denote the operator \( u \mapsto \omega \wedge u \), and \( A \) its formal adjoint. We denote by \( d'^r, d'^s, d''^r \) the formal adjoints of \( d, d' \) and \( d'' \) respectively. Then we have

\[
d'^s \mathcal{H}^{p,q} \subset \mathcal{H}^{p-1,q} \oplus \mathcal{H}^{p,q-1}.
\]
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Then, as observed in [W] and [Z], we have

Proposition 6.1.1. (i) If we set $\Delta = d^* d + dd^*$, then $d = 2(d' d'' + d'' d'^*)$.

(ii) If $\alpha \in \mathcal{E}^p(H) (p \leq n = \dim X)$ satisfies $L^{*p+1}\alpha = 0$, then $C_0 \alpha = (-1)^{p(n-1)/2} \frac{1}{(n-p)!} L^{*p} \alpha$. Here $*$ and $C_0$ are the operators obtained by extending the $*$-operator and the Weil operator on $\mathcal{E}^*$ by tensoring $H_C$, respectively.

(iii) $d' d'' = d'' d' = 0$, $d' d'' + d'' d' = 0$, $d'^* d'^* + d'' d'' = 0$, $d'^* d'' + d'' d'^* = 0$.

(iv) $[L, d] = 0$, $[A, d^*] = 0$, $[L, d^*] = d^C$, $[A, d] = -d^C$, $[L, A] = 0$.

Here $d^C = C^{-1} dC$ and $d^C = C^{-1} d^C$ and $C$ is the Weil operator defined by $C_{q-p} = e^{\pi i}$.

§ 6.2. Let $X$ be a compact Kähler manifold with a Kähler form $\omega_0$, $Y$ a normally crossing hypersurface of $X$, and $H$ a variation of polarized Hodge structure on $X^* = X \setminus Y$. As in [Z], let us take a $C^\infty$-function $\varphi$ on $X^*$ with the following property: for any point $p$ of $Y$ take a local coordinate $(x_1, \cdots, x_n)$ such that $Y$ is given by $x_1 = \varphi$. Then, for $C^\infty$-functions $a_j$,

$$\varphi = \sum_{j=1}^{l} \log(a_j - \log |z_j|^2).$$

If we take $\epsilon > 0$ sufficiently small, then $\omega = \omega_0 + i c \partial \bar{\partial} \varphi$ is a Kähler metric with the desired behavior

$$\omega \sim i \sum_{j \leq l} \frac{dz_j d\bar{z}_j}{(|z_j| \log |z_j|)^2} + i \sum_{j > l} dz_j d\bar{z}_j.$$

Therefore $(X^*, \omega)$ is a complete Riemannian manifold. As in § 5.3, let us denote by $L^2_{(2)}(X^*; H)$ the space of square integrable $k$-forms with value in $H_C$ with the norm $\langle f , f \rangle = \int \langle f , f \rangle \omega^n$. Since $\mathcal{E}^k \otimes H_C = \bigoplus_{p+q = k+w} \mathcal{H}^{p,q}$ is the orthogonal decomposition, $L^2_{(2)}(X^*, H)$ decomposes

$$(6.2.1) \quad L^2_{(2)}(X^*; H) = \bigoplus_{p+q = k+w} L^2_{(2)}(X^*; H).$$

Here $L^2_{(2)}(X^*; H)$ is the space of square integrable sections of the bundle $\mathcal{H}^{p,q}$.

The (6.2.1) is the decomposition of Hilbert spaces.
and define \( F^p(L^k_{(2)}(X^*; H)) \) similarly. Then, with these filtrations, \( L^k_{(2)}(X^*; H) \) has a Hodge structure of weight \( k+w \).

In what follows, we simply denote by \( d \) and \( d^* \) the weak closure of them, that is,

\[
D(d) = \{ u \in L^k_{(2)}(X^*; H); du \text{ in the distribution sense belongs to } L^{k+1}_{(2)}(X^*; H) \},
\]

\[
D(d^*) = \{ u \in L^k_{(2)}(X^*; H); d^*u \text{ in the distribution sense belongs to } L^{k-1}_{(2)}(X^*; H) \}.
\]

Since \( \omega \) is a complete metric, it is classically well-known that the strong closure of \( d \) and the weak closure of \( d \) coincide. In particular, \( d^* \) is the (operator-theoretic) adjoint of \( d \). (See Appendix, Theorem A.4.1.)

Let us define \( A \) by specifying its domain as follows;

\[
D(A) = \{ u \in L^k_{(2)}(X^*; H); du = 0 \}.
\]

Then, again by the completeness of the metric, \( A \) thus defined coincides with the weak closure of \( \Delta \), i.e., the operator whose domain is given by \( \{ u \in L^k_{(2)}(X^*; H); \Delta u \text{ in the distribution sense belongs to } L^k_{(2)}(X^*; H) \} \), and it is self-adjoint. ([Ch], see also Appendix, Theorem A.4.1.)

Since the strong closure of \( A \) preserves the Hodge decomposition, we have

\[
(6.2.2) \quad D(A) = \bigoplus D(A) \cap L^k_{(2)}(X^*; H).
\]

Now our main result (Theorem 5.4.1) asserts

\[
H^*(X; \ast H) = \text{Ker } d/R(d),
\]

and this is finite-dimensional. Therefore \( d \) has closed range. Hence we can use the result in [Ko] (cf. Theorem A.2.1 in Appendix). Denoting by \( \mathcal{H}^k \) the space of square-integrable harmonic \( k \)-forms, i.e., \( \mathcal{H}^k = \{ u \in L^k_{(2)}(X^*; H); \Delta u = 0 \} \), we find

\[
\mathcal{H}^k \equiv H^k(X; \ast H).
\]

In what follows, we denote by \( H \) the orthogonal projection from \( L^k_{(2)}(X^*; H^G) \) to \( \mathcal{H}^k \), and by \( G \) the Green operator (cf. Definition A.2.2 in Appendix); thus we have

\[
(6.2.3) \quad u = H(u) + \Delta G(u) \quad \text{for } u \in L^*_{(2)}(X^*; H^G).
\]

Let \( \mathcal{H}^{p,q} \) denote \( \mathcal{H}^k \cap L^p_{(2)}(X^*; H_G), \) where \( p+q = k+w \). Since \( d \) preserves
the Hodge decomposition, we then have

\begin{align*}
\mathcal{H}^k &= \bigoplus_{p+q=k+w} \mathcal{H}^{p,q}, \\
H(L^{k^2}(X^*; H)) \subset & \mathcal{H}^{p,q}, \\
G(L^{k^2}(X^*; H)) \subset & L^{k^2}(X^*; H).
\end{align*}

We set \( F^k(#) = \bigoplus_{p'+q'=-k+w} \mathcal{H}^{p'+q'} \) and define \( F^k(A_k) \) similarly.

Now, we denote by \( d' \) and \( d'' \) their weak closures and \( d''^* \) and \( d'^* \) their adjoint operators in the operator theoretic sense. Therefore \( d''^* \) and \( d'^* \) are the strong closures. Although we can prove that their strong closure coincides with their weak closure, we do not use this fact in this paper. However, we use the fact that

\[ D'(A) = \{ u \in D(d') \cap D(d'^*); d'u \in D(d'^*) \} \]

and \( D(d) \) coincide.

In fact, \( A \big|_{D'(A)} \) is a closed operator, because \( A \big|_{D'(A)} = 2(d'^*d'' + d''d'^*) \).
Since the weak closure and the strong closure of \( A \) coincide, we have

\[ D(d) = D'(A). \]

We have

\begin{align*}
\text{If } u \in D(d') \text{ satisfies } d'u = 0, \text{ then } d'G(u) = 0 \\
\text{and } u = H(u) + 2d'^*G(u).
\end{align*}

In fact, we have \( u = H(u) + dG(u) \). Since \( H(u) \in D(A) \subset D(d') \), we have \( d'G(u) \) and \( d'^*G(u) = 0 \). Therefore \( 2\langle d'^*d'G(u) | d'^*d'G(u) \rangle = \langle d'G(u) | d''d'G(u) \rangle = 0 \), which implies \( d'G(u) = 0 \). Then \( \langle d'G(u) | d''G(u) \rangle = \langle d''d'G(u) | G(u) \rangle = 0 \) implies \( d''G(u) = 0 \).

\[ \text{Lemma 6.2.1. } d'^*D(A) \subset D(d'). \]

\[ \text{Proof. For } u \in D(A) \subset D(d'^*) \text{ let us take compactly supported } C^\infty \text{ sections } u_n \text{ such that } u_n \rightarrow u, \text{ } Au_n \rightarrow Au. \text{ It is enough to show that } d''d'^*u_n \text{ converges. Setting } v = u_n - u_m, \text{ we have} \]

\[ \langle d''d'^*v | d''d'^*v \rangle = -\langle d'^*d''v | d'^*d''v \rangle = -\langle d''v | d'^*d'^*v \rangle = \langle d''v | d''d'^*v \rangle = \langle d'^*d''v | d''d'^*v \rangle. \]
On the other hand,
\[ ||d^*d'v||^2 + ||d'd^*v||^2 = ||(d'^*d' + d'd^*)v||^2 \]
implies
\[ ||d'^*d'v|| \leq ||d'v|| . \]

Similarly we have
\[ ||d'd'^*v|| \leq ||d'v|| . \]

Thus we obtain \[ ||d'd'^*v|| \leq ||d'v|| . \]

Hence
\[ ||d'd'^*u_n - d'd'^*u_m|| \to 0 \quad \text{if} \quad n, m \to \infty. \]

Therefore \( d'd'^*u_n \) converges. Q.E.D.

Let us define the filtrations \( F \) and \( \tilde{F} \) of \( \mathcal{L}(H) \) by
\[ F^k(\mathcal{L}(H)) = \{ u \in \mathcal{L}(H); \ u \text{ is a distribution valued sections of } F^k(\mathcal{E}(H)) \} \]
and similarly
\[ \tilde{F}^k(\mathcal{L}(H)) . \]

Since \( F^k(\mathcal{L}(H)) \) is an \( \mathcal{E} \)-module, \( F^k(\mathcal{L}(H)) \) is a complex of soft sheaves. Then we have the following

**Proposition 6.2.2.** \( F^k(k^h) \to H^k(X; F^k(\mathcal{L}(H))) \) is an isomorphism.

**Proof.** The injectivity is clear from the following diagram:

\[
\begin{array}{ccc}
F^k(k^h) & \to & H^k(X; F^k(\mathcal{L}(H))) \\
\cap & \downarrow & \\
L^k(\mathcal{L}(H)) & \to & H^k(X; \mathcal{L}(H)) .
\end{array}
\]

Let us prove the surjectivity. Let \( u \) be an element of \( F(X; F^k(\mathcal{L}(H))) \subset L^k(\mathcal{L}(H)) \) with \( du = 0 \). Then we can write
\[ u = H(u) + dG(u) = H(u) + dg \quad \text{with} \quad g = Gu . \]

Since \( H \) and \( G \) preserve the Hodge decomposition, we find both \( H(u) \) and \( g \) are in \( F^k(L^k_2(\mathcal{L}(H))) \).

Now, \( du = 0 \) implies \( dg = 0 \), and hence we obtain
\[ u = H(u) + d^*g . \]

Since \( d^*g \) belongs to \( F^{k-1}(L^{k-1}_2(\mathcal{L}(H))) \), we can write \( d^*g = v_0 + v_1 \) with \( v_0 \in L^{k-1}_2(\mathcal{L}(H)) \) and \( v_1 \in F^k(L^{k-1}_2(\mathcal{L}(H))) \) with \( q = k - p \). Therefore we have
\[
\begin{align*}
    u &= H(u) + dv_0 + dv_1 = H(u) + d'v_0 + dv_1 + d''v_0 \\
\end{align*}
\]

at least in the distribution sense. Looking at the \((p-1, q+1)\)-part, we obtain \(d''v_0 = 0\), and, in particular, \(v_0 \in D(d'')\). Hence, by (6.2.8), we find

\[
v_0 = H(v_0) + 2d''d''*G(v_0).
\]

Thus we obtain, in the distribution sense,

\[
\begin{align*}
    u &= H(u) + 2dd''d''*G(v_0) + dv_1 \\
    &= H(u) + d(-2d''d''*G(v_0) + v_1).
\end{align*}
\]

Since \(G(v_0) \in D(d'), d''*G(v_0) \in D(d')\) by Lemma 6.2.1, that is, \(d'd''*G(v_0)\) is in \(L^2\). Since \(-d'd''*G(v_0) \in L_{(3)}^{3-k}(X^*; H), v_1 \in F^p(L_{(3)}^{3-k}(X^*; H))\) and \(H(u) \in F^p(\delta k)\), we are done.

Thus we obtain

**Theorem 6.2.3.** (i) \(\alpha: H^k(X; F^p(L^*(H)) \to H^k(X; L^*(H))\)

and

\[
\begin{align*}
    \beta: H^k(X; \overline{F}^q(L^*(H)) \to H^k(X; \overline{L}^*(H)).
\end{align*}
\]

are injective.

(ii) Let us denote by \(F\) and \(\overline{F}\) the filtrations of \(H^k(X; \overline{L}^*(H))\) given by \(\alpha\) and \(\beta\) in (i), respectively. Then \(H^k(X; \overline{L}^*(H))\) has a pure Hodge structure of weight \(k+w\).

Note that \(\overline{L}^*(H), F(\overline{L}^*(H))\) and \(\overline{F}(\overline{L}^*(H))\) do not depend on the choice of a Kähler metric, therefore neither does the Hodge structure on \(H^k(X; \overline{L}^*(H))\).

§ 6.3. Let us define

\[
\mu_\alpha: (E_x^* \otimes H_c) \otimes (E_x^* \otimes \overline{H}_c) \to E_x^{k+p'}
\]

by

\[
\mu_\alpha((\sigma \otimes e) \otimes (\beta \otimes f)) = S(e, f)\alpha \wedge \beta.
\]

Then we have the following

**Lemma 6.3.1.** The map \(\mu_\alpha\) naturally extends to a map

\[
\mu: \overline{L}^*(H) \otimes \overline{L}^*(\overline{H}) \to \overline{\Delta}^{k+p'},
\]

and the map \(\mu\) commutes with the exterior differentiation \(d\).

**Proof.** Let \(x\) be a point in \(Y = X \setminus X^*\) and let \(U\) be an open neighborhood of \(x\) in \(X\). Since the product of two square-integrable functions is integrable,
the image of the map obtained by extending $\mu_0$ to $\Gamma(U; \mathcal{L}^p(H)) \otimes \Gamma(U; \mathcal{L}^{p'}(H))$ is contained in the space of integrable $(p+p')$-forms on $X^k$ with respect to the metric form $\omega$. Since any compactly supported $C^\infty$-form on $X$ has a finite supremum with respect to $\omega$, the image of the map $\mu$ thus obtained is contained in $\mathcal{D}^b_X^{k+p'}$.

To verify that the map $\mu$ commutes with $d$, it suffices to show

\[(6.3.1) \quad \int u \wedge v \wedge \varphi + (-1)^p \int u \wedge dv \wedge \varphi + (-1)^{p+p'} \int u \wedge v \wedge d\varphi = 0\]

holds for any $u$ in $\Gamma(U; \mathcal{L}^p(H))$, any $v$ in $\Gamma(U; \mathcal{L}^{p'}(H))$ and each compactly supported $(2n-p-p'-1)$-form $\varphi$ on $U$. Multiplying a compactly supported $C^\infty$-function which is equal to 1 on a neighborhood of $\text{supp} \varphi$, we may assume from the first that both $u$ and $v$ are compactly supported in $U$. Since the weak closure of $d$ coincides with its strong closure, there exist sequences $u_n$ and $v_n$ of compactly supported $C^\infty$-forms on $X^k$ such that $u_n \to u$, $v_n \to v$, $du_n \to du$ and $dv_n \to dv$ with respect to the $L^2$-norm. Since $d$ and $\mu_0$ commute by the flatness of $S$, (6.3.1) holds for $u_n$ and $v_n$ in place of $u$ and $v$, respectively. Hence we obtain (6.3.1) by taking the limit. Q.E.D.

Let $C_1$ denote the trivial extension to $\mathcal{E}^* \otimes \mathcal{H}$ of the Weil operator $C(H)$, i.e., $C_1 = \text{id}_{\mathcal{E}^*} \otimes C(H)$. Since the image of $\mu$ is contained in the space of the integrable $(2n)$-forms on $X^k$, we find

\[(6.3.2) \quad \mu(C_1 u \wedge \ast \bar{u}) \text{ is a non-negative measure for any } u \text{ in } L^2_{(2)}(X^k; H).\]

(Cf. [W].)

§ 6.c. Let $L$ be the operator $L^k_{(2)}(X^k; H) \to L^{k+2}_{(2)}(X^k; H)$ given by the exterior multiplication of $\omega$. Then, since $\omega$ has finite length, $L$ is a continuous operator. Let $A$ be the adjoint operator of $L$. Then as in [W], we have

\[ [A, L] L^k_{(2)}(X^k; H) = n - k. \]

Thus we can apply the usual technique to show that

\[(6.4.1) \quad L^k : L^{n-k}_{(2)}(X^k; H) \to L^{n+k}_{(2)}(X^k; H) \]

is bijective.

Since $[d, L] = 0$, we have

\[(6.4.2) \quad L^k : \mathcal{L}^{n-k} \to \mathcal{L}^{n+k} \text{ is bijective.} \]

Now let $l \in H^2(X; \mathcal{E})$ denote the cohomology class of $\omega_0$. Then we have
the following

**Lemma 6.4.1.** \[ H^k(X; \mathcal{E}) \overset{L}{\rightarrow} H^{k+2}(X; \mathcal{E}) \]

is a commutative diagram.

**Proof.** Since every $C^\infty$-form on $X$ has a finite length, we have the homomorphism of complexes

\[ \mathcal{E}^* \otimes \mathcal{L}^*(H) \rightarrow \mathcal{L}^*(H) . \]

Passing to the cohomology groups, we have

\[ H^2(X; \mathcal{E}) \otimes H^k(X; \mathcal{L}^*(H)) \rightarrow H^{k+2}(X; \mathcal{L}^*(H)) . \]

Therefore, for $\alpha \in \mathcal{E}^*$, $l^k \alpha$ is represented by the closed $L^2$-form $\omega_0 \wedge \alpha$. Hence it is enough to show that $\omega \wedge \alpha - \omega_0 \wedge \alpha = ic \bar{\partial} \partial \varphi \wedge \alpha$ belongs to the $L^2$-coboundary. This is clear, because $\partial \bar{\partial} \varphi \wedge \alpha = d(\bar{\partial} \varphi \wedge \alpha)$ and $\partial \varphi$ has also finite length. Q.E.D.

Now we have the following

**Theorem 6.4.2.** (i) (Hard Lefschetz Theorem)

\[ l^k : H^{n-k}(X; \mathcal{E}) \rightarrow H^{n+k}(X; \mathcal{E}) \]

is an isomorphism (of Hodge structures).

(ii) Let $P_k$ denote the kernel of

\[ l^{k+1} : H^{n-k}(X; \mathcal{E}) \rightarrow H^{n+k+2}(X; \mathcal{E}) . \]

Then

\[ (-1)^{(n-k)(n-k-1)/2}(\alpha, l^k \beta) \]

gives a polarization of the Hodge structure on $P_k$. Here $(\ , \ )$ is the pairing given by

\[ S : \mathcal{E}_C \otimes \mathcal{E}_C \rightarrow C_0 \]

and

\[ H^{n-k}(X; \mathcal{E}_C) \otimes H^{n+k}(X; \mathcal{E}_C) \rightarrow H^{2n}(X; \mathcal{E}_C) \rightarrow C . \]

**Proof.** (i) This is an immediate consequence of (6.4.2) and Lemma 6.4.1.

(ii) For $\alpha$ and $\beta$ in $P_k$, let us choose harmonic representatives $f$ and $g$ of $\alpha$. 
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and \(\beta\), respectively. Let \(C_0\) denote the trivial extension to \(E^* \otimes H_G\) of the Weil operator on \(E^*\). (cf. Proposition 6.1.1. (i)) Then it follows from (6.2.4) that \(C_0C_1|_{\mathcal{H}_{a-k}}\) coincides with \(C(H^{a-k})\), the Weil operator on \(H^{a-k}(X; \varepsilon H)\). Hence we have

\[(C(H^{a-k})\alpha, j^k\bar{\beta}) = \int \mu(C_0C_1f \wedge L^kE).\]

On the other hand, Proposition 6.1.1 (i) tells us

\[(\#C_0f = (-1)^{(a-k)(a-k-1)/2} \frac{1}{k!} L^kf),\]

if \(L^{k+1}f = 0\). Therefore, if \(\alpha = \beta\) (and hence we choose \(f = g\)), we find

\[(C(H^{a-k})\alpha, j^k\alpha) = k!(1)^{(a-k)(a-k-1)/2} \int \mu(C_0C_0f \wedge \#C_0f).\]

Then the proof is completed by (6.3.2).

**Appendix:** Review on Functional Analysis

In order to fix the notions and notations we list up basic facts concerning Hilbert spaces and operators upon them. We follow [Ch], [H], [Ko] and [Y] in our presentation.

\(\S\) A.1. Let \(H_1\) and \(H_2\) be two Hilbert spaces. An operator \(T\) from \(H_1\) to \(H_2\) is, by definition, a \(C\)-linear homomorphism from a linear subspace \(D(T)\) of \(H_1\) to \(H_2\). We sometimes use the symbol \(T: H_1 \rightarrow H_2\) to denote an operator \(T\) from \(H_1\) to \(H_2\), although \(D(T)\) may not be \(H_1\). The linear space \(D(T)\) is called the domain of \(T\). If \(D(T)\) is dense in \(H_1\), we say \(T\) is densely defined. The graph \(G(T)\) of an operator \(T\) is, by definition, \(\{(x, Tx) \in H_1 \times H_2; x \in D(T)\}\). We denote by \(G^\perp(T)\) the space \(\{(-Tx, x) \in H_2 \times H_1; x \in D(T)\}\). If \(G(T)\) is closed, we call \(T\) a closed operator. Note that, even for a densely defined closed operator \(T\), there may exist another closed operator \(T'\) such that \(D(T') \supseteq D(T)\) and \(Tx' = Tx\) for \(x \in D(T)\), if \(D(T) \not= H_1\). In what follows, \(R(T)\) denotes the range of \(T\), i.e., \(\{Tx; x \in D(T)\}\) and \(\text{Ker} T\) denotes \(\{x \in D(T); Tx = 0\}\). [As we frequently use the symbol \(N\) in this paper, we avoid the more common notation \(N(T)\).] For a densely defined operator \(T\), we define its adjoint operator \(T^*\) from \(H_2\) to \(H_1\) by \(G(T^*) = G^\perp(T)\), the orthogonal complement of \(G(T)\); in other words,

\[G(T^*) = \{(x, y) \in H_2 \times H_1; (x, Tz)_{H_2} = (y, z)_{H_1} \text{ for any } z \in D(T)\}\].
Then $T^*$ is a closed operator, and, if $T$ is a densely defined closed operator, then $T^*$ is also densely defined and $T^{**} = T$ holds.

The pre-Hilbert structure of $D(T)$ induced by $D(T) \rightarrow G(T) \subset H_1 \ominus H_2$ is called the graph norm. If $T$ is a closed operator, then $D(T)$ is a Hilbert space with the graph norm.

**Lemma A.1.1.** Let $T$ be a densely defined closed operator and $E$ a dense subset of $D(T)$ (in the norm of $H_1$). If $(T|_E)^* = T^*$, then $E$ is dense in $D(T)$ with respect to the graph norm. Here $T|_E$ denotes the restriction of $T$ to $E$ with $D(T|_E) = E$.

In fact, $(T|_E)^* = T^*$ means $G(T|_E)^\perp = G(T)^\perp$. Hence $G(T|_E)$ is dense in $G(T)$.

The following proposition is usually referred to as the closed range theorem (of Banach).

**Proposition A.1.2.** Let $T$ be a densely defined closed operator. If $R(T)$ is closed, so is $R(T^*)$ and $R(T) = (\ker T^*)^\perp$ holds.

See e.g. [Y], p. 205 for the proof.

The importance of a closed operator with closed range lies in the following

**Proposition A.1.3.** (The open mapping theorem) If $T: H_1 \rightarrow H_2$ is a closed operator with closed range, then $T$ is an open mapping and $(T|_{(\ker T)^\perp \cap D(T)})^{-1}$ is a bounded operator from $R(T)$ to $(\ker T)^\perp$.

See e.g. [Y], p. 79 for the proof.

§ A.2. Let $H_1$, $H_2$ and $H_3$ be three Hilbert spaces. Let $T: H_1 \rightarrow H_2$ and $S: H_2 \rightarrow H_3$ be densely defined closed operators. We assume

(A.2.1) $R(T) \subset D(S)$

and

(A.2.2) $STx = 0$ for $x \in D(T)$.

Then $S^*: H_2 \rightarrow H_2$ and $T^*: H_2 \rightarrow H_2$ satisfy the same conditions, namely,

(A.2.3) $R(S^*) \subset D(T^*)$

and

(A.2.4) $T^*S^*x = 0$ for $x \in D(S^*)$. 
We define \( A : H^2 \to H^2 \) by

\[
(A.2.5) \quad \mathcal{D}(A) = \{ x \in D(S) \cap D(T^*) ; \ T^* x \in D(T), \ S x \in D(S^*) \},
\]

\[
(A.2.6) \quad \Delta x = S^* S x + T T^* x \quad \text{for} \quad x \in \mathcal{D}(A).
\]

**Lemma A.2.1.** \( \Delta \) is a closed operator.

**Proof.** Assume that a sequence \( x_n \in \mathcal{D}(\Delta) \) converges to \( x \) and \( \Delta x_n \) converges to \( y \). We shall show \( x \in \mathcal{D}(\Delta) \) and \( \Delta x = y \). Setting \( z = x_m - x_n \), we have

\[
(\Delta z, z)_{H^2} = (T^* z, T^* z)_{H^2} + (S z, S z)_{H^2}.
\]

Therefore \( T^*(x_m - x_n) \) and \( S(x_m - x_n) \) tends to zero and hence \( T^* x_n \) and \( S x_n \) converge. This implies \( x \in D(S) \cap D(T^*) \) and \( T^* x_n \) (resp., \( S x_n \)) converges to \( T^* x \) (resp., \( S y \)). Since \( (\Delta z, z)_{H^2} = (S^* S z, S^* S z)_{H^2} + (T T^* z, T T^* z)_{H^2} \), \( S^* S x_n \) and \( T^* T x_n \) converge. Thus we find \( S x \in D(S^*) \), \( T x \in D(T^*) \), and \( S^* S x_n \) (resp., \( T^* T x_n \)) converges to \( S^* S x \) (resp., \( T^* T x \)). Hence \( x \in \mathcal{D}(\Delta) \) and \( \Delta x = y \).

Now we have the following abstract version of the Hodge-Kodaira decomposition due to Komatsu [Ko].

**Theorem A.2.2.** Let \( S, T \) and \( \Delta \) be as above, and suppose that both \( R(T) \) and \( R(S) \) are closed. Denoting \( \text{Ker} \ \Delta \) by \( \mathcal{H} \), we find the following:

(i) \( \Delta \) is self-adjoint, that is, \( \Delta = \Delta^* \) holds.

(ii) \( \mathcal{H} = \text{Ker} (T^*) \cap \text{Ker} S \) and \( \mathcal{H}^\perp = R(\Delta) \).

(iii) Denoting by \( p_{\mathcal{H}} \) the projection operator: \( H^2 \to \mathcal{H} \), we find that the operator

\[
(\Delta |_{\mathcal{H}^\perp})^{-1}(1 - p_{\mathcal{H}})
\]

is well-defined and bounded.

**Definition A.2.3.** The operator \( (\Delta |_{\mathcal{H}^\perp})^{-1}(1 - p_{\mathcal{H}}) \) is called the Green operator.

As the reference [Ko] is written in Japanese, we give the proof of the theorem for the convenience of the reader. It is exactly the same as [Ko] p. 124~ p. 125.

Let us first verify (ii). Since \( \mathcal{H} = \text{Ker} (T^*) \cap \text{Ker} S \) is clear, it suffices to verify

\[
(A.2.7) \quad (\text{Ker} (T^*) \cap \text{Ker} S)^\perp = R(\Delta).
\]

Since \( S \) is supposed to be a closed operator with closed range, \( R(S^*) = (\text{Ker} S)^\perp \) holds. Hence we find

\[
(A.2.8) \quad \mathcal{H} \oplus R(S^*) = \text{Ker} (T^*).
\]
Here and in what follows, the symbol $A \oplus B$ means that $A$ and $B$ are closed subspaces which are mutually orthogonal. Since $T$ is supposed to be of closed range, we find

\[(A.2.9) \quad H_2 = \text{Ker}(T^*) \oplus R(T).\]

Combining (A.2.8) and (A.2.9), we find

\[(A.2.10) \quad H_2 = R(T) \oplus A \oplus R(S^*).\]

In particular,

\[(A.2.11) \quad R(\mathcal{A}) \subseteq \mathcal{A}^\perp.\]

Let us now verify $\mathcal{A}^\perp \subseteq R(\mathcal{A})$. Let $\mathcal{T}$ denote $T|_{(\text{Ker } T)^\perp \cap D(T)}$, i.e. $\mathcal{T}$ is a map from $(\text{Ker } T)^\perp \cap D(T)$ to $R(T)$. It then follows from the open mapping theorem that $\mathcal{T}$ has a bounded inverse on $R(T)$. Since $R(T^*)$ is also closed by the closed range theorem, $\mathcal{T}^* = T^*|_{(\text{Ker } T^*)^\perp \cap D(T^*)}$ has also bounded inverse on $R(T^*) = (\text{Ker } T)^\perp$. Hence, for $y \in R(T)$, $z = (\mathcal{T}^* - 1) y = G_1 y$ is well-defined, and $G_1$ is a bounded operator. We have $\mathcal{T}^* G_1 y = y$ for $y \in R(T)$ such that $S^* S G_2 y = y$ for $y \in R(S^*)$. Similarly, as $R(S)$ and $R(S^*)$ are also closed by the assumption, we can find a bounded operator $G_2 : R(S) \to R(S)$.

Since $\mathcal{A}^\perp = R(T) \oplus R(S^*)$ follows from (A.2.10), and since $R(T) \subseteq \text{Ker } S$ and $R(S^*) \subseteq \text{Ker } T^*$ hold by the assumption, for each $y \in \mathcal{A}^\perp$, we can find $z_1 \in R(T)$ and $z_2 \in R(S^*)$ so that

\[(A.2.12) \quad y = \mathcal{T}^* z_1 + S^* S z_2 = (\mathcal{T}^* + S^* S)(z_1 + z_2)\]

holds. Thus we have verified $\mathcal{A}^\perp \subseteq R(\mathcal{A})$. The above reasoning also implies the boundedness of the operator $(\mathcal{A} |_{\mathcal{A}^\perp})^{-1}(1 - p_{\mathcal{A}})$. This completes the proof of (ii) and (iii).

If we set $\mathcal{A} = (\mathcal{A} |_{\mathcal{A}^\perp})$, then $\mathcal{A}$ is clearly symmetric (i.e. $(\mathcal{A} u, v) = (u, \mathcal{A} v)$ for every $u, v \in D(\mathcal{A})$). Furthermore it is invertible on $\mathcal{A}^\perp$ as we have verified. Therefore it is self-adjoint on $\mathcal{A}^\perp$. (See e.g. [Y], p. 199.) Since

$$\mathcal{A} = \mathcal{A} p_{\mathcal{A}^\perp} = p_{\mathcal{A}^\perp} \mathcal{A} p_{\mathcal{A}^\perp},$$

hold, $\mathcal{A}$ is also self-adjoint. This completes the proof of (i).

Q.E.D.

§ A.3. Let $M$ be a $C^\infty$-manifold with volume element $g$, and $V$ a $C^\infty$-vector bundle equipped with Hermitian form. Let us denote by $C^\infty(M; V)$ the space of $C^\infty$-sections of $V$, and by $C^\infty_0(M; V)$ the space of compactly supported
$C^\omega$-sections of $V$. Let us denote by $L_{\Omega}(M; V)$ the space of square integrable sections of $V$. Now, let $V_1$ and $V_2$ be two $C^\omega$-vector bundles and $P: C^\omega(M; V_1) \to C^\omega(M; V_2)$ be a linear differential operator. Let $P^*: C^\omega(M; V_2) \to C^\omega(M; V_1)$ be its formal adjoint; i.e., the differential operator satisfying

$$\langle P^* u | v \rangle = \langle u | P v \rangle$$

for $u \in C^\omega(M; V_2)$ and $v \in C^\omega_0(M; V_1)$.

The strong extension $P_s$ of $P$ is a linear operator: $L_{\Omega}(M; V_1) \to L_{\Omega}(M; V_2)$ such that $G(P_s)$ is the closure of $G(P|_{C^\omega_0(M; V_1)})$. The weak extension $P_w$ of $P$ is, by definition, a linear operator given by

$$P_w = (P^*|_{C^\omega_0(M; V_2)})^*,$$

that is,

$$D(P_w) = \{ u \in L_{\Omega}(M; V_1); \text{the distribution } Pu \text{ belongs to } L_{\Omega}(M; V_2) \}.$$

Hence we find

$$P_w = ((P^*)^*)_w, \quad P_s = ((P^*)_s)^*.$$

This fact combined with Lemma A.1.1 entails the following

**Lemma A.3.1.** The following conditions are mutually equivalent:

(i) $P_s = P_w$

(ii) $C^\omega_0(M; V_1)$ is dense in $D(P_w)$ with respect to the graph norm.

(iii) $(P^*)_s = (P^*)_w$

(iv) For $u \in D(P_w)$ and $v \in D(P_w)$, we have

$$\langle P_w u | v \rangle = \langle u | (P^*)_w v \rangle.$$

**Proof.** (i)$\Leftrightarrow$(ii) is obvious.

(ii)$\Leftrightarrow$(iii) follows from Lemma A.1.1, because $(P^*)_s = (P^*)_w = (P|_{C^\omega_0(M; V_1)})^*$. 

(i)$\Leftrightarrow$(iv) is obvious.

§ A.4. Let $M$ be a Riemannian manifold and let $H$ be a local system on $M$. Assume that the $C^\omega$-vector bundle associated with $H$ has a Hermitian metric. Let $L_{\Omega}(M; H)$ be the space of square integrable $H$-valued $p$-forms and let $C^\omega_0(M; H)$ be the space of compactly supported $H$-valued $C^\omega$-$p$-forms, and $C^\nu(M; H)$ the space of $H$-valued $C^\nu$-$p$-forms. Then we can define the exterior derivative
and its formal adjoint
\[ d^* : C^p(M; H) \to C^{p-1}(M; H) \]

with respect to the inner product given by the Hermitian metric on \( H \) and the Riemannian metric. The \( p \)-th \( L_2 \)-cohomology group \( H^p_{(2)}(M; H) \) is also defined as the following quotient space:

\[(A.4.1) \quad \{u \in L^2_{(2)}(M; H) ; du = 0 \text{ in the distribution sense}\} \text{ modulo } \{du ; u \in L^2_{(2)}(M; H) \text{ and the distribution } du \text{ belongs to } L^2_{(2)}(M; H)\}.
\]

In order to compute the \( L_2 \)-cohomology groups in terms of harmonic forms, i.e., forms annihilated by \( \Delta = dd^* + d^*d \), we need to make precise the domain of the operators in question. Fortunately we have the following result due to Chernoff [Ch]:

Theorem A.4.1. Let \( M \) be a complete Riemannian manifold, and let \( H \) be a Hermitian vector bundle over \( M \). Then \( d_\omega, (d^*)_\omega, (d+d^*)_\omega \) and their powers are all essentially self-adjoint, i.e., their (operator-theoretic) adjoint is self-adjoint. In particular, \( d_\omega = d_\omega \), \( (d^*)_\omega = (d^*)_\omega \), \( (d+d^*)_\omega = (d+d^*)_\omega \) and \( \Delta_\omega = \Delta_\omega \) hold.
Furthermore we find the following:

\[(A.4.2) \quad (d^*)_\omega \text{ is the (operator-theoretic) adjoint of } d_\omega.\]
\[(A.4.3) \quad D(d_\omega) = \{u \in D(d_\omega) \cap D((d^*)_\omega) ; du \in D((d^*)_\omega), (d^*)_\omega w \in D(d_\omega)\}.\]

Proof. Although [Ch], p. 410 discussed the case where \( H \) is trivial, the argument there goes well without any change. In fact, since the symbol \( \sigma(\xi) \) of \( d \) is given by \( \xi \wedge \), tensoring \( H \) with the exterior bundle of cotangent bundle of \( M \) has nothing to do with verifying the boundedness of \( ||\sigma(\xi)||/||\xi|| \), which is needed there. The coincidence of the strong closure and the weak closure immediately follows from Lemma A.3.1 and the essential self-adjointness. Hence what remains to be proved is (A.4.3). It follows from the fact that the right hand side of (A.4.3) is closed with respect to the graph norm and the fact that \( C_0(M; H) \) is dense in \( D(d_\omega) = D(d_\omega) \).
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