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§ 1. Introduction

Let us consider the mixed problem

\[
\begin{align*}
\Box u &= \left( \frac{\partial^2}{\partial t^2} - \frac{\partial^3}{\partial x^3} - \frac{\partial^2}{\partial y^2} \right) u(x, y, t) = f(x, y, t) \quad \text{in} \quad \mathbb{R}^+_x \times (0, T), \\
Bu &= \left( \frac{\partial}{\partial y} + \psi(y) \frac{\partial}{\partial x} \right) u \bigg|_{x=0} = g(y, t) \quad \text{on} \quad \mathbb{R}^1 \times (0, T), \\
\frac{\partial u}{\partial t} \bigg|_{t=0} = u_1(x, y) \quad \text{on} \quad \mathbb{R}^+_x, \\
u \bigg|_{t=0} = u_0(x, y) \quad \text{on} \quad \mathbb{R}^+_y,
\end{align*}
\]

where $\mathbb{R}^+_x = \{(x, y) : x > 0, y \in \mathbb{R}^1\}$ and $\psi(y)$ is a real-valued function belonging to $\mathcal{B}^\infty(\mathbb{R}^1) = \{\chi(y) \in C^\infty(\mathbb{R}^1); \sup_{y \in \mathbb{R}} \left| \frac{d^j \chi}{d y^j} (y) \right| < \infty, j = 0, 1, 2, \cdots\}$. When the boundary operator is non-characteristic (i.e. $\inf_{y \in \mathbb{R}} |\psi(y)| > 0$), it is known that (1.1) is well-posed (in the sense that the solution exists uniquely) and has a finite propagation speed (cf. Ikawa [2]).

In the present paper we shall study (1.1) in a singular case, that is, $\psi(y)$ may vanish in a finite interval. Our main result is the following

**Theorem.** Let $\psi(y)$ be of the form $\varphi(y)^2$ or $-\varphi(y)^2$ where $\varphi(y)$ ($\in \mathcal{B}^\infty$) is real-valued and $\inf_{|y| \geq 0} |\varphi(y)| > 0$ for a large $y$. Then the problem (1.1) has a unique solution $u(x, y, t)$ in $C^\infty(\mathbb{R}^+_x \times [0, T])$ for any $(u_0(x, y), u_1(x, y), f(x, y, t), g(y, t)) \in C^\infty(\mathbb{R}^+_x) \times C^\infty(\mathbb{R}^+_x \times [0, T])$ satisfying the compatibility condition of infinite order. Furthermore, the domain of dependence is finite.
Here 'the compatibility condition of order \( m \)' means that the data \((u_0, u, f, g)\) satisfy

\[
Bu_j = \left( \frac{\partial}{\partial y} + \psi(y) \frac{\partial}{\partial x} \right) u_j \bigg|_{x=0} = \frac{\partial^j g}{\partial t^j} \bigg|_{t=0} \quad \text{on } \mathbb{R}_y^n
\]

for \( j = 0, 1, 2, \ldots, m \), where

\[
u_j = \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) u_{j-2} + \frac{\partial^{j-1} g}{\partial t^{j-1}} \bigg|_{t=0} \quad (j = 2, 3, \ldots, m)\]

Freezing the boundary operator of (1.1) at a point where \( \psi(y) = 0 \), we have the problem

\[
\begin{align*}
\Box u(x, y, t) &= f(x, y, t) \quad \text{in } \mathbb{R}_x^2 \times (0, T), \\
\frac{\partial u}{\partial y} \bigg|_{x=0} &= g(y, t) \quad \text{on } \mathbb{R}_y^1 \times (0, T), \\
\frac{\partial u}{\partial t} \bigg|_{t=0} &= u_1(x, y) \quad \text{on } \mathbb{R}_t^1, \\
u \bigg|_{t=0} &= u_0(x, y) \quad \text{on } \mathbb{R}_x^2.
\end{align*}
\]

Obviously this problem is not well-posed (cf. Sakamoto [7]). Our result shows that in a certain case the existence of the solution holds even if the mixed problem for the frozen operator is not well-posed at some points.

Our method is as follows: Consider the Dirichlet problem

\[
\begin{align*}
\Box w(x, y, t) &= 0 \quad \text{in } \mathbb{R}_x^2 \times \mathbb{R}_t^1, \\
w \bigg|_{x=0} &= h(y, t) \quad \text{on } \mathbb{R}_y^1 \times \mathbb{R}_t^1
\end{align*}
\]

and set

\[Th = Bw.\]

Then we can reduce the original problem (1.1) to the equation \( Th = g \) on the boundary, and investigate it by means of the methods for pseudo-differential operators.

In § 3 we study the solvability and the estimate of the equation \( Th = g \), and show the unique existence of the solution of (1.1). Section 4 is devoted to a study of the domain of dependence. The problem (1.1) has not a finite propagation speed, but the domain of dependence is finite. Namely, for any \((x_0, y_0, t_0) \in \mathbb{R}_x^2 \times (0, T)\) there exists a bounded set \( D \) of \( \mathbb{R}_x^2 \times [0, T) \) such that if the data \((u_0, u, f, g)\) satisfy
MIXED PROBLEMS WITH AN OBLIQUE DERIVATIVE 633

\[ \begin{cases} f(x, y, t) = 0 & \text{on } D \cap \{ x > 0, 0 < t < t_0 \}, \\ g(y, t) = 0 & \text{on } D \cap \{ x = 0, 0 < t < t_0 \}, \\ u_0(x, y) = u_1(x, y) = 0 & \text{on } D \cap \{ x > 0, t = 0 \}, \end{cases} \]

the solution \( u(x, y, t) \) is equal to zero on \( D \cap \{ x > 0, 0 < t < t_0 \} \). In §5 we show that the mixed problem (1.1) is not well-posed if \( \psi(0) = 0, \psi(y) > 0 \) for \( y < 0 \) and \( \psi(y) < 0 \) for \( y > 0 \).

We note that our results are valid also in the case where the boundary is \( \mathbb{R}_+^n (n \geq 2) \) if the boundary operator is of the form \( -\frac{\partial}{\partial y_1} + a_y \frac{\partial}{\partial y_2} + \cdots + a_n \frac{\partial}{\partial y_n} + \psi(y) \frac{\partial}{\partial x} \) (\( a_i \) is a real constant).

The author wishes to express his sincere gratitude to Professor M. Ikawa for his much advice.

§ 2. Preliminaries

At first we state notations and some properties of pseudo-differential operators with a complex parameter \( \tau = \gamma + i\sigma \) (\( \gamma > 0, \sigma \in \mathbb{R}^n \)). We denote by \( S_{\mu, \nu}^m (m \in \mathbb{R}, 0 \leq \delta \leq \rho \leq 1, \delta < 1) \) the set of functions \( p(y, \eta, \tau) \in C^\omega (\mathbb{R}^2_+, \sigma) \) with the parameter \( \tau \) satisfying for all non-negative integers \( \alpha, \beta \)

\[
\left| \frac{\partial^{\alpha + \beta}}{\partial y^\alpha \partial \eta^\beta} p(y, \eta, \tau) \right| \leq C_{\alpha\beta} (\eta^\delta + |\tau|^\rho)^{(\beta - |\alpha + \beta|)} ,
\]

where the constant \( C_{\alpha\beta} \) does not depend on \( \tau \) when \( \gamma = \text{Re} \tau \geq 1 \). For \( p(y, \eta, \tau) \in S_{\mu, \nu}^m \) we define a pseudo-differential operator \( p = p(y, D_x, \tau) \) by

\[
u u = p(y, D_x, \tau) u(y) = \int e^{iy \xi} p(y, \eta, \tau) \hat{u}(\eta) d\eta, \quad u(y) \in \mathcal{S} ,
\]

where \( d\eta = \frac{1}{2\pi} d\eta \), \( \mathcal{S} \) is the space of rapidly decreasing functions and \( \hat{u}(\eta) \) is the Fourier transform of \( u(y) \), that is,

\[
\hat{u}(\eta) = \mathcal{F}[u] = \int e^{-iy \xi} u(y) dy .
\]

Define the norm \( \| u \|_s \) (\( s \in \mathbb{R} \)) with the parameter \( \tau \) by

\[
\| u \|_s^2 = \int (\eta^\delta + |\tau|^\rho)^s |\hat{u}(\eta)|^2 d\eta .
\]

As is well known, the estimate
\[ \| pu \|_s \leq C\| u \|_s, \quad u \in \mathcal{S} \]

holds for \( p(y, \eta, \tau) \in S^m_{\sigma} \), where the constant \( C \) is independent of \( \tau \) (\( \tau = \text{Re} \tau \geq 1 \)) (cf. Calderón-Vaillancourt [1] or Theorem 1.6 in Chapter 7 of [6]). Let \( \chi(y, \eta) \in \mathcal{S}(\mathbb{R}^3) \) and \( \chi(0, 0) = 1 \), and define the oscillatory integral

\[ \text{Os-} \int e^{-i\gamma p(y, \eta, \tau)} \, dy \, d\eta \]

for \( p(y, \eta, \tau) \in S^m_{\sigma} \) by

\[ \lim_{\epsilon \to 0} \int e^{-i\gamma \epsilon y} \chi(x, \epsilon \eta) p(y, \eta, \tau) \, dy \, d\eta. \]

Then we have the formula (integration by parts)

\[ (2.1) \quad \text{Os-} \int e^{-i\gamma p(y, \eta, \tau)} \eta^m \, dy \, d\eta = \text{Os-} \int e^{-i\gamma p(y, \eta, \tau)} D^{\eta}_\gamma(y, \eta, \tau) \, dy \, d\eta \quad (D^{\eta}_\gamma = -i \frac{\partial}{\partial y} \eta^m) \]

(see Theorem 6.7 in Chapter I of Kumano-go [6]). For \( p(y, \eta, \tau) \in S^m_{\sigma} \), \( q(y, \eta, \tau) \in S^{m_2}_{\sigma} \) set

\[ \sigma(p \circ q)(y, \eta, \tau) = \text{Os-} \int e^{-i\gamma (p + q)} \eta^m \, dy \, d\eta \quad (p + q) \in S^{m_1+m_2}_{\sigma} \quad \text{and} \]

\[ (\sigma(p \circ q)(y, D\eta, \tau) u(y') = p(y, D\eta, \tau) (qu)(y), \quad u(y) \in \mathcal{S} \]

(see Theorem 2.5 in Chapter II of Kumano-go [6]). Moreover the following asymptotic expansion formula is obtained for any integer \( N \) (>0):

\[ (2.2) \quad \sigma(p \circ q)(y, \eta, \tau) - \sum_{|\alpha| < N} \frac{1}{\alpha !} \frac{\partial^\alpha p}{\partial \eta^\alpha} (y, \eta, \tau) D^\eta_\gamma(y, \eta, \tau) \]

\[ = \int_{s} \left\{ \text{Os-} \int e^{-i\gamma(p + q)} \frac{\partial^\alpha p}{\partial \eta^\alpha} (y, \gamma, \eta', \tau) \right. \]

\[ \times D^\eta_\gamma(y + y', \eta, \tau) \, dy' \, d\eta' \right\} \, d\theta \quad \in S^{m_1+m_2-(r-1)}_{\sigma} \]

(see Theorem 3.1 in Chapter II of Kumano-go [6]).

Now let us prove a lemma used later. The equation (in \( \xi \))

\[ \tau^2 + \xi^2 + \gamma^2 = 0 \quad (\tau = \text{Re} \tau > 0, \eta \in \mathbb{R}^3) \]

has a root \( \xi_\tau(\gamma, \tau) \) with a positive imaginary part and a one with a
negative imaginary part. It is easily seen that

\begin{equation}
\text{Im}\, \xi_+(\eta, \tau) \geq \gamma,
\end{equation}

\begin{equation}
|\xi_+(\eta, \tau)| \geq \delta \gamma^{1/2} (\eta^2 + |\tau|^2)^{1/4} \quad (\delta > 0),
\end{equation}

\[\xi_+(\eta, \tau) \in S_{b,0}.\]

Furthermore, there is a function \( q(\eta, \tau) \in S_{b,0} \) for positive integers \( k, l \) such that

\begin{equation}
\frac{\partial^l}{\partial \eta^l} \{ \xi_+(\eta, \tau)^{-k} \} = q(\eta, \tau) \xi_+(\eta, \tau)^{-k}.
\end{equation}

For an integer \( k > 0 \) and \( \psi(y) \in B^\kappa \) we set

\[ p_\theta(y, \eta, \tau) = \text{Os} \int e^{-iy'\eta} \psi(y + y') \xi_+(\eta + \theta \eta', \tau)^{-k} dy' d\eta',\]

where the parameter \( \theta \) moves on \([0, 1]\). Then we have

**Lemma 2.1.** (i) \( \{p_\theta(y, \eta, \tau)\}_{\kappa \leq \kappa_1} \) is a bounded set in \( S_{b,0}^{\kappa/2} \), that is, the estimate

\[ \frac{\partial^{\alpha+\beta}}{\partial y^\alpha \partial \eta^\beta} p_\theta(y, \eta, \tau) \leq C_{a\beta} (\eta^2 + |\tau|^2)^{-k/4} \]

holds for a constant \( C_{a\beta} \) independent of \( \theta \) and \( \tau \) (Re \( \tau \geq 1 \)).

(ii) \( \{p_\theta(y, \eta, \tau) \xi_+(\eta, \tau)\}_{\kappa \leq \kappa_1} \) is a bounded set in \( S_{b,0}^{\kappa/2 + 1/2} \).

**Proof.** Noting (2.4) and (2.5), we can prove (i) of the lemma in the same way as in Kumano-go [6] (see Lemma 2.4 in Chapter II of [6]). Let us give the proof only in the case \( \alpha = \beta = 0 \). For a positive integer \( m \) we have

\[ p_\theta(y, \eta, \tau) = \int e^{-iy'\eta' (1 + \eta'')^{-m} (1 + D_{\psi}^\kappa)^m (1 + y'')^{-m} \psi(y + y')} \cdot (1 + D_{\psi}^\kappa)^m \xi_+(\eta + \theta \eta', \tau)^{-k} dy' d\eta'.\]

Obviously this is a \( C^\infty \) function in \((y, \eta)\). By (2.5) we can write

\[ p_\theta(y, \eta, \tau) = \int \Theta(y, y', \eta, \eta', \tau, \theta) \xi_+(\eta + \theta \eta', \tau)^{-k} dy' d\eta'.\]
\[= \int \int_{|\eta'| \leq |\eta|/2} \Phi \cdot \xi_+ (\eta + \theta \eta', \tau) \eta^{-k} dy' d\eta' \]

\[+ \int \int_{|\eta'| \geq |\eta|/2} \Phi \cdot \xi_+ (\eta + \theta \eta', \tau) \eta^{-k} dy' d\eta' \]

\[= I_1 + I_2 , \]

where \(|\Phi (y, y', \eta, \eta', \tau, \theta)| \leq C_1 (1 + \eta^2)^{-m} (1 + y'^2)^{-m} \) (\(C_1\) is a constant independent of \(y, y', \eta, \eta', \tau\) and \(\theta\) (\(\tau = \text{Re} \tau \geq 1\) and \(0 \leq \theta \leq 1\)). Since

\[\frac{1}{2} (\eta^2 + |\tau|^2)^{3/2} \leq \frac{3}{2} (\eta^2 + |\tau|^2)^{1/2} \]

when \(|\eta| \leq |\eta|\) and \(0 \leq \theta \leq 1\), it follows from (2.4) that

\[|I_1| \leq C_2 \int \int (1 + \eta^2)^{-m} (1 + y'^2)^{-m} dy' d\eta' (\eta^2 + |\tau|^2)^{-k/4} \]

\((\tau = \text{Re} \tau \geq 1)\).

Noting that \(|\xi_+ (\eta + \theta \eta', \tau)|^{-k} \leq C|\tau|^{-k/2}\), we have

\[|I_2| \leq C_3 \int \int_{|\tau'| \geq |\tau|/2} (\eta^2 + |\tau|^2)^{-k/4} \leq C_4 \int \int (1 + \eta^2)^{-m} (1 + y'^2)^{-m} |\tau|^{-k/2} \times dy' d\eta' (\eta^2 + |\tau|^2)^{-k/4} \]

\((\tau = \text{Re} \tau \geq 1)\).

Therefore the estimate \(|p_\theta (y, \eta, \tau)| \leq C_5 (\eta^2 + |\tau|^2)^{-k/4}\) is obtained.

Next let us show (ii) of the lemma. By Taylor's expansion

\[\xi_+ (\eta, \tau) = \xi_+ (\eta + \theta \eta', \tau) + \int_0^1 \frac{\partial \xi_+}{\partial \eta^k} (\eta + (1 - \mu) \theta \eta', \tau) d\mu (- \theta \eta') , \]

we have

\[p_\theta (y, \eta, \tau) \xi_+ (\eta, \tau) = \text{Os} \int e^{-i\eta' y} \psi (y + y') \xi_+ (\eta + \theta \eta', \tau) \eta^{-k/2} dy' d\eta' \]

\[- \text{Os} \int e^{-i\eta' y} \psi (y + y') \eta^{-k/2} \xi_+ (\eta + \theta \eta', \tau) d\mu \left\{ \int_0^1 \frac{\partial \xi_+}{\partial \eta^k} (\eta + (1 - \mu) \theta \eta', \tau) d\mu \right\} \theta \eta' dy' d\eta' . \]

From (i) of the lemma, the first term belongs to \(S_{-k/2+1/2}^+\) and is bounded there when \(0 \leq \theta \leq 1\). Since \(\frac{\partial \xi_+}{\partial \eta^k} (\eta, \tau) = -\frac{\eta}{\xi_+ (\eta, \tau)}\), the second term is
of the form
\[ \text{OS-} \int e^{-iy' \psi(y + y')} \xi_+(\eta + \theta \eta', \tau)^{-k} \times \left\{ \int_0^1 \xi_+(\eta + \theta (1 - \mu) \eta', \tau)^{-1} \, d\mu \right\} \eta' \, dy' \, d\eta' \, d\eta \theta \eta \\
+ \text{OS-} \int e^{-iy' \psi(y + y')} \xi_+(\eta + \theta \eta', \tau)^{-k} \times \left\{ \int_0^1 \xi_+(\eta + \theta (1 - \mu) \eta', \tau)^{-1} (1 - \mu) \, d\mu \right\} \eta'^2 \, dy' \, d\eta' \, d\eta \theta^2 \]
\[ = J_1 \theta \eta + J_2 \theta^2. \]

In the same way as in (i) of the lemma, we see that \( J_1 \) and \( J_2 \) belong to \( S_{n,0}^{n/2-1/2} \) boundedly when \( 0 \leq \theta \leq 1 \). Therefore (ii) of the lemma is obtained.

§ 3. Existence of the Solution

Let \( H_m(M) \) be the Sobolev space on \( M \) of order \( m \) and \( \| \cdot \|_{m, \gamma} \) its norm. We denote by \( H_{m,r}(\mathbb{R}^n_+ \times \mathbb{R}^n_+) \) the functional space \( \{ u(x,y,t) : e^{-rt}u \in H_m(\mathbb{R}^n_+ \times \mathbb{R}^n_+) \} \) with the norm
\[ \| u \|_{m,r}^2 = \sum_{i+j+k-l = m} \int_{\mathbb{R}^n_+ \times \mathbb{R}^n_+} |e^{-rt} D_l^i D_m^j D_n^k u|^2 \, dx \, dy \, dt. \]

In the same way, we define the space \( H_{m,r}(\mathbb{R}^n_+ \times \mathbb{R}^n_+) \) and its norm \( \langle \cdot \rangle_{m,r} \). Let us define the norm \( [ \cdot ]_{m,r} \) of \( H_m(\mathbb{R}^n_+) \) by
\[ [v]_{m,r}^2 = \sum_{i+j+k-l = m} \int |D_l^i D_m^j D_n^k u(x,y)|^2 \, dx \, dy. \]

In this section we consider the mixed problem
\[
(3.1) \begin{cases} 
\Box u(x,y,t) = f(x,y,t) & \text{in } \mathbb{R}^n_+ \times (0, \infty), \\
\frac{\partial}{\partial y} + \varphi(y)^2 \frac{\partial}{\partial x} u \bigg|_{x=0} = g(y,t) & \text{on } \mathbb{R}^n_+ \times (0, \infty), \\
\frac{\partial u}{\partial t} \bigg|_{t=0} = u_1(x,y) & \text{on } \mathbb{R}^n_+, \\
u \bigg|_{t=0} = u_0(x,y) & \text{on } \mathbb{R}^n_+.
\end{cases}
\]

Assume that \( \varphi(y) \in \mathcal{B}^\infty \) is real-valued and satisfies \( \inf_{|y| \leq y_0} |\varphi(y)| > 0 \) for a large constant \( y_0 \). Then we have
Theorem 3.1. There exists a constant \( \gamma_m (> 0) \) for \( m = 2, 3, \ldots \) such that if \( \gamma \geq \gamma_m \) the problem (3.1) has a unique solution \( u(x, y, t) \) in \( H_{m+1}(\mathbb{R}^2_+ \times (0, T)) \) for any \( (u_0, u_1, f, g) \in H_{m+4}(\mathbb{R}^2_+) \times H_{m+3}(\mathbb{R}^2_+) \times \) \( x H_{m+4}(\mathbb{R}^1 \times \mathbb{R}^1_+) \times \mathbb{R}^2_+ \times (0, T)) \) satisfying the compatibility condition of order \( m + 2 \). Furthermore, the following estimate for this solution holds:

\[
\gamma^2 |u|_{m+1} \leq C (\|f\|_{m+1}^2 + \|g\|_{m+1}^2 + \gamma \|u_0\|_{m+1}^2 + \gamma \|u_1\|_{m+1}^2).
\]

The discussion in this section is applicable to the problem with the boundary operator \( \partial \psi \) instead of \( \partial \psi \). Combining the following corollary of Theorem 3.1 with the result in §4 concerning the domain of dependence, we can prove easily Theorem stated in Introduction.

Corollary of Theorem 3.1. Let the assumptions of Theorem in Introduction be satisfied. Then, the problem (1.1) has a unique solution \( u(x, y, t) \) in \( H_m((\mathbb{R}^3_+ \times (0, T)) \) \( (m = 6, 7, \ldots; T < \infty) \) for any \( (u_0(x, y), u_1(x, y), f(x, y, t), g(y, t)) \in H_{m+4}(\mathbb{R}^3_+) \times H_{m+3}(\mathbb{R}^3_+) \times \) \( x (0, T)) \) satisfying the compatibility condition of order \( m + 2 \).

Proof of Corollary. Extending \( f(x, y, t) \) and \( g(y, t) \) in the data to \( t > T \) continuously, we obtain a solution \( u(x, y, t) \in H_m((\mathbb{R}^3_+ \times (0, T)) \) of (1.1) by means of Theorem 3.1.

Let us show the uniqueness of the solution. Let \( \tilde{u}(x, y, t) \in H_m((\mathbb{R}^3_+ \times (0, T)) \) be a solution of (1.1) for zero data. For any \( \varepsilon > 0 \) choose a function \( \chi(t) \in C^\infty \) such that \( \chi(t) = 1 \) for \( 0 \leq t \leq T - \varepsilon \) and \( \chi(t) = 0 \) for \( t \geq T \). Then \( w = \chi \tilde{u} \) is a solution of the equation

\[
\begin{cases}
\Box w(x, y, t) = [\Box, \chi] \tilde{u}(x, y, t) & \text{in } \mathbb{R}^3_+ \times (0, \infty), \\
Bw(y, t) = 0 & \text{on } \mathbb{R}^3_+ \times (0, \infty), \\
\frac{\partial w}{\partial t} |_{t=0} = 0 & \text{on } \mathbb{R}^3_+, \\
w |_{t=0} = 0 & \text{on } \mathbb{R}^3_+,
\end{cases}
\]
where $[\square, \chi]$ is the commutator of $\square$ and $\chi$. $[\square, \chi] \vec{u}$ belongs to $H_{\alpha, \gamma}(\mathbb{R}^2_+ \times \mathbb{R}^1_+)$ and its support lies in $\{T-\varepsilon \leq t \leq T\}$. Obviously the result in Theorem 3.1 is valid also when the initial condition is posed on $t=T-\varepsilon$. Therefore there is a solution of (3.2) in $H_{\alpha, \gamma}(\mathbb{R}^2_+ \times \mathbb{R}^1_+)$ whose support lies in $\{T-\varepsilon \leq t < \infty\}$. From the uniqueness of the solution of (3.1), we conclude $\text{supp}[\chi \vec{u}] \subset \{T-\varepsilon < t < \infty\}$. Since $\varepsilon$ is any positive constant, $\vec{u}$ is equal to zero in $\{0 < t < T\}$. The proof is complete.

From now on, we shall prove Theorem 3.1.

1) At first we reduce the problem to the equation on the boundary, as is stated in Introduction. Tsuji in [8] also employed the same reduction. Let us define

$$ H_{\alpha, \gamma}(\mathbb{R}^2_+ \times \mathbb{R}^1_+) = \{u(x, y, t) \in H_{\alpha}(\mathbb{R}^2_+ \times \mathbb{R}^1_+); \text{supp}[u] \subset \{t \geq 0\}, \quad |u|_{m, r} < \infty \} \quad (\gamma > 0, m = 0, 1, \ldots), $$

and $\hat{H}_{\alpha, \gamma}(\mathbb{R}^1 \times \mathbb{R}^1)$ in the same way. The following two propositions are well known.

**Proposition 3.1.** We have a unique solution $u'(x, y, t)$ in $H_{\alpha, \gamma}(\mathbb{R}^2 \times \mathbb{R}^1_+) \ (\gamma \geq 1, m = 2, 3, \ldots)$ satisfying the Cauchy problem

$$\begin{aligned}
\square u'(x, y, t) &= f'(x, y, t) \quad \text{in } \mathbb{R}^2 \times \mathbb{R}^1_+, \\
\frac{\partial u'}{\partial t} \bigg|_{t=0} &= u'_0(x, y) \quad \text{on } \mathbb{R}^2, \\
u'_1 \big|_{t=0} &= u'_0(x, y) \quad \text{on } \mathbb{R}^2
\end{aligned}$$

for any $(f', u'_0, u'_1) \in H_{m, \gamma}(\mathbb{R}^2 \times \mathbb{R}^1_+) \times H_{m+1}(\mathbb{R}^1) \times H_{m}(\mathbb{R}^1)$, and have the estimate

$$\gamma^2 |u'|^2_{m, \gamma} \leq C(|f'|^2_{m, \gamma} + \gamma [u'_0]^2_{m+1, \gamma} + \gamma [u'_1]^2_{m, \gamma}).$$

**Proposition 3.2.** For any $h(y, t) \in \hat{H}_{\alpha, \gamma}(\mathbb{R}^1 \times \mathbb{R}^1) \ (\gamma \geq 1, m = 2, 3, \ldots)$ there exists a solution $\varphi(x, y, t) \in \hat{H}_{\alpha, \gamma}(\mathbb{R}^2_+ \times \mathbb{R}^1)$ of the Dirichlet problem

$$(3.3) \begin{cases}
\square \varphi(x, y, t) = 0 & \text{in } \mathbb{R}^2_+ \times \mathbb{R}^1, \\
\varphi |_{t=0} = h(y, t) & \text{on } \mathbb{R}^1 \times \mathbb{R}^1.
\end{cases}$$
This solution is unique in $\dot{H}^1_{\tau,\eta}(R^3 \times R^1)$ and the following estimate holds:

$$\|w\|_{\eta,\tau}^2 \leq C \langle h \rangle_{\eta,\tau}^2.$$ 

We set for $h(y, t) \in \dot{H}^1_{\eta,\tau}(R^3 \times R^1)$

$$Th = Bw \left( \left( \frac{\partial}{\partial y} + \varphi(y) \frac{\partial}{\partial x} \right) w \big|_{x=0} \right),$$

where $w$ is the solution stated in Proposition 3.2. Let $(u_0, u_1, f, g)$ be the data in Theorem 3.1. Extend $u_0(x, y)$, $u_1(x, y)$ and $f(x, y, t)$ to $x<0$ continuously, and denote them by $u_0'(x, y)$, $u_1'(x, y)$ and $f'(x, y, t)$ respectively. For these $u_0'$, $u_1'$, $f'$ we have the solution $u' \in H^{m+4}_{\eta,\tau}(R^2 \times R^1)$ stated in Proposition 3.1. Define $g'(y, t) = g(y, t) - Bu'(y, t)$ for $t>0$ and $g'(y, t) = 0$ for $t<0$. Then, noting that the data $(u_0, u_1, f, g)$ satisfy the compatibility condition of order $m+2$, we see that $g'(y, t)$ belongs to $\dot{H}^{m+2}_{\eta,\tau}(R^1 \times R^1)$. If the equation $Th = g'$ has a solution $h'(y, t) \in \dot{H}^1_{\eta,\tau}(R^1 \times R^1)$, then $u(x, y, t) = u'(x, y, t) + w'(x, y, t)$ ($w'$ is the solution of (3.3) for $a = h'$) belongs to $H^{m,\tau}_{\eta,\tau}(R^2 \times R^1)$ and satisfies (3.1). So we have only to investigate the equation $Th = g$.

**Lemma 3.1.** There is a constant $\gamma_m$ for $m(\geq 0)$ such that if $\tau \geq \gamma_m$ we have a unique solution $h$ of $Th = g$ in $\dot{H}^1_{\eta,\tau}(R^3 \times R^1)$ for any $g \in \dot{H}^{m+2}_{\eta,\tau}(R^1 \times R^1)$ and have the estimate

$$\langle h \rangle_{\eta,\tau}^2 \leq C \langle Th \rangle_{\eta,\tau}^2.$$

It is easy to see that Lemma 3.1, Proposition 3.1 and Proposition 3.2 yield Theorem 3.1.

2) Let us prove Lemma 3.1. We set

$$P = D_y + \varphi(y)D_y \xi_\tau (D_y, \tau) \quad (\tau = \gamma + i\sigma)$$

where $\xi_\tau$ is the root stated in §2. We define the Fourier-Laplace transform of $h(y, t) \in \dot{H}^1_{\eta,\tau}(R^3 \times R^1)$ by
Since the solution \( w(x, y, t) \) in Proposition 3.2 is expressed by the form

\[
w(x, y, t) = \int \exp(t\tau + iy\eta + ix\xi_+ (\eta, \tau)) \tilde{h}(\eta, \tau) \, d\eta d\sigma,
\]

\( T \) is of the form

\[
Th(y, t) = i \int e^{i\tau y} (\eta + \phi(y)\xi_+ (\eta, \tau)) \tilde{h}(\eta, \tau) \, d\eta d\sigma.
\]

Noting that \( \eta + \phi(y)\xi_+ (\eta, \tau) \) is the symbol of \( P \), we see that Lemma 3.1 is derived from the following lemma.

**Lemma 3.2.** We have for any \( s \in \mathbb{R} \)

1. \( \| Pu \|_{s+2} \geq C_1 (\gamma - \gamma_i) \| u \|_s, \quad u(y) \in \mathcal{S}(\mathbb{R}^1) \).
2. \( \| P^* u \|_{s+2} \geq C_2 (\gamma - \gamma_i) \| u \|_2, \quad u \in \mathcal{S}, \)

where \( P^* \) is the formally adjoint operator of \( P \) and the constants \( C_1, C_2, \gamma_i, \gamma_z \) do not depend on \( \tau = \gamma + i\sigma \) \( (\gamma \geq 1) \). \( (\| \cdot \|_s \) is the norm defined in \( \S \, 2) \).

The following lemma plays an essential role for the proof of Lemma 3.2.

**Lemma 3.3.** Let \( \phi(y) \in \mathcal{B}^m(\mathbb{R}^1) \). There exist symbols \( \alpha(y, \eta, \tau), \beta(y, \eta, \tau) \in S^{-1/2}_{0,0} \) such that

\[
[\phi, \xi_+] = \alpha D_y + \beta,
\]

\[
\alpha(y, \eta, \tau) \xi_+ (\eta, \tau), \quad \beta(y, \eta, \tau) \xi_+ (\eta, \tau) \in S^{1/2}_{0,0},
\]

where \( [\phi, \xi_+] = \phi \xi_+ - \xi_+ \phi \). \( (This \, statement \, is \, valid \, for \, \xi_+ (\eta, \tau).) \)

**Proof.** By means of the asymptotic expansion formula \( (2.2) \), the symbol of \( [\phi, \xi_+] \) is expressed by the form

\[
\tilde{h}(\eta, \tau) = \mathcal{F}_{(y, \eta) \to (y, \eta)} [e^{-it} h(y, t)] \quad (\tau = \gamma + i\sigma)
\]

\[
= \int e^{-it-iy} h(y, t) \, dy dt.
\]
Since \( \frac{\partial}{\partial \eta} \xi_+ (\eta, \tau) = -\frac{\eta}{\xi_+ (\eta, \tau)} \), it follows that

\[
\begin{align*}
\text{Os} & \int \int e^{-i\nu'\nu} (D_y \psi) (y + y') \frac{\partial \xi_+}{\partial \eta} (\eta + \theta \eta', \tau) \, dy' \, d\eta' \\
& = -\text{Os} \int \int e^{-i\nu'\nu} (D_y \psi) (y + y') \xi_+ (\eta + \theta \eta', \tau)^{-1} \, dy' \, d\eta' \cdot \eta \\
& - \text{Os} \int \int e^{-i\nu'\nu} (D_y \psi) (y + y') \xi_+ (\eta + \theta \eta', \tau)^{-1} \, dy' \, d\eta' \cdot \theta \\
& \quad = \alpha_s (y, \eta, \tau) \eta + \beta_s (y, \eta, \tau) \theta.
\end{align*}
\]

Here we have used the formula (2.1). Lemma 2.1 implies that

\[
\{ \alpha_s (y, \eta, \tau) \} \in S^1_0, \quad \{ \beta_s (y, \eta, \tau) \} \in S^{\omega 1}_0,
\]

are bounded in \( S^1_{0,0} \) and \( S^\omega_{0,0} \) respectively. Therefore, setting

\[
\alpha (y, \eta, \tau) = \int_0^1 \alpha_s (y, \eta, \tau) \, d\theta, \quad \beta (y, \eta, \tau) = \int_0^1 \beta_s (y, \eta, \tau) \, d\theta
\]

we get the lemma. The proof is complete.

Let \( A' (s \in \mathbb{R}) \) be the operator with the symbol \( (\eta^s + |\tau|^\gamma)^{s/2} \). We obtain the following lemma by an easier argument than the proof of Lemma 3.3.

**Lemma 3.4.** Let \( \psi (y) \in \mathcal{B}^n (\mathbb{R}^s) \). There exist symbols \( a_{s-2} (y, \eta, \tau), b_{s-2} (y, \eta, \tau) \in S^s_0 (s \in \mathbb{R}) \) such that

\[
[\psi, A'] = a_{s-2} D_y + b_{s-2}.
\]

From the assumption \( \inf_{|y| \geq 2^n} |\varphi (y)| > 0 \), we get

**Lemma 3.5.** For \( s \in \mathbb{R} \) we have

\[
\|u\|_s \leq C \left( \|Pu\|_s + \|\varphi \xi_+ u\|_s + \frac{1}{\gamma} \|u\|_s \right), \quad u \in \mathcal{S},
\]

where the constant \( C \) does not depend on \( \tau (\gamma = \text{Re} \tau \geq 1) \).
**Proof.** Let \( \chi(y) (\in \mathcal{D}^\infty) = 1 \) for \(|y| \leq \gamma_0\), \( \chi(y) = 0 \) for \(|y| \geq \gamma_0 + 1\) and \( 0 \leq \chi(y) \leq 1 \). Then it follows from \( \inf_{|y| \geq y_0} |\varphi(y)| > 0 \) that
\[
\|(1-\chi)v\|_0 \leq C_1\|\varphi v\|_0, \quad \|(D_\varphi) v\|_0 \leq C_1\|\varphi v\|_0.
\]
By Poincaré's inequality we have
\[
\|u\|_s \leq C_s (\|D_v (\chi A'u)\|_0 + \|(1-\chi) A'u\|_0)
\]
\[
\leq C_s (\|D_v u\|_s + \|(D_v\chi) A'u\|_0 + \|(1-\chi) A'u\|_0).
\]
Noting that \( D_\varphi = P - \varphi^* \xi^* \), we get
\[
\|u\|_s \leq C_s (\|P_u\|_s + \|\varphi^* \xi^* u\|_s + \|\varphi A'u\|_0).
\]
By (2.3) and Lemma 3.3, we have
\[
\|\varphi A'u\|_s \leq \frac{C_5}{\gamma} \|\xi^* \varphi A'u\|_s
\]
\[
\leq \frac{C_5}{\gamma} (\|\xi^* [\varphi, A'] u\|_0 + \|\varphi \xi^* u\|_s + \|[\varphi, \xi^*] u\|_s)
\]
\[
\leq \frac{C_5}{\gamma} (\|u\|_s + \|\varphi \xi^* u\|_s + \|P_u\|_s).
\]
Therefore the lemma is obtained.

**Proof of Lemma 3.2.** Noting that \( P^* u = D_\varphi + \varphi^* \xi^* u \), we can obtain the estimate for \( P^* \) in the same way as for \( P \). So let us prove only (i) of the lemma. This is derived from the inequality
\[
(3.4) \quad \text{Im} (A_\varphi \xi^* Pu, A_\varphi \xi^* u) \geq (\gamma - \gamma_1) \|\varphi \xi^* u\|_s^2 - C_1 (\|P u\|_s^2 + \|u\|_s^2),
\]
where the constants \( \gamma_1, C_1 \) do not depend on \( \tau \). In fact, combining this inequality and Lemma 3.5, we get
\[
\|P u\|_{s,2}^2 \leq (\gamma - \gamma_1) C_2 \|u\|_s^2 - C_3 (\|P u\|_s^2 + \|u\|_s^2),
\]
which proves (i) of the lemma.

In view of (2.3) we have
\[
\text{Im} (Pu, u) = \text{Im} \left\{ (D_\varphi u, u) + (\xi^* \varphi u, \varphi u) + ([\varphi, \xi^*] u, \varphi u) \right\}
\]
\[
\geq \gamma \|\varphi u\|_s^2 - \|([\varphi, \xi^*] u, \varphi u)\|.
\]
Therefore,
Since we can write
\[ [P, A^*] = \varphi [\varphi, A^*] + [\varphi, A^*] \varphi \xi^+ \]
we get
\[ \text{Im} (A^* \xi^+, u, A^* \xi^+, u) \geq r \| \varphi A^* \xi^+, u \| \]

Let us show
\[ I_i \leq C_i (\| Pu \| + \| \varphi \xi^+, u \| + \| u \|) \]

By Lemma 3.3 there are symbols \( a_i (y, \eta, r), b_i (y, \eta, r) \in S_{0,0} \) such that
\[ [\varphi, \xi^+] A^* \xi^+ = a_i D_y + b_i ( = a_i P - a_i \varphi \xi^+ + b_i) \]
Similarly, \([\varphi, \xi^+] A^* \xi^+ (= [\varphi, \xi^+] A^* \xi^+ - \xi^+ \xi^+)\) is of the same form. Furthermore, from Lemma 3.4 it is easily seen that \( \xi^+ [\varphi, A^+] \xi^+ \) and \( A^* [\varphi, A^+] \xi^+ A^+ \) are also of the same form. These facts yield
\[ I_i \leq C_i (\| Pu \| + \| \varphi \xi^+, u \| + \| u \|) \]

Hence,
\[ \text{Im} (A^* \xi^+, u, A^* \xi^+, u) \geq r \| \varphi A^* \xi^+, u \| - C_i (\| Pu \| + \| \varphi \xi^+, u \| + \| u \|) \]

Noting Lemma 3.4 and \( D_y = P - \varphi \xi^+ \), we have
\[ \| \varphi \xi^+, u \| \leq \| \varphi A^* \xi^+, u \| + C_i (\| Pu \| + \| \varphi \xi^+, u \| + \| u \|) \]

Therefore, (3.4) is obtained. The proof is complete.

§ 4. The Domain of Dependence

In this section we shall study boundedness of the domain of dependence for the problem (1.1). Let the boundary operator in (1.1) be
MIXED PROBLEMS WITH AN OBLIQUE DERIVATIVE

of the form \( \frac{\partial}{\partial y} + \phi(y) \frac{\partial}{\partial x} \) (or \( \frac{\partial}{\partial y} - \phi(y) \frac{\partial}{\partial x} \)) and \( \phi(y) \) satisfy the assumptions of Theorem stated in Introduction. Moreover, for simplicity we suppose that \( \phi(0) = 0 \) and \( \phi(y) \neq 0 \) for \( y \neq 0 \). This is not essential, and boundedness of the domain of dependence holds without this hypothesis. By Ikawa [2] we see that the propagation speed of the solution is finite at the points where \( \phi(y) \) does not vanish. So we examine the domain of dependence near \((x, y) = (0, 0)\).

Set

\[ \theta(y) = \int_0^y \frac{\phi(s)^2}{(1 + \phi(s)^4)^{1/2}} \, ds. \]

Then \( \theta(y) \) is an increasing \( C^\infty \) function and \( \left( \frac{d\theta}{dy} \right)^{-1}(y_0 \neq 0) \) equals the propagation speed for the problem with the frozen boundary condition \( \left( \frac{\partial u}{\partial y} + \phi(y)^4 \frac{\partial u}{\partial x} \right)_{x=0} = g(y, t) \) (cf. Appendix of [2]). We set for \( \tau_0 (> 0) \),

\[ D_{\tau_0} = \{ (x, y, t) : t - \tau_0 + \min \left[ \theta(\sqrt{x^2 + y^2}), -\theta(-\sqrt{x^2 + y^2}) \right] < 0 \}. \]

Our purpose is to prove

**Theorem 4.1.** (i) The problem (1.1) has not a finite propagation speed.

(ii) Let \( u(x, y, t) \in H_0(\mathbb{R}^2_+ \times (0, T)) \) be a solution of (1.1) for data \( (u_0, u_1, f, g) \in H_1(\mathbb{R}^2_+) \times H_2(\mathbb{R}^2_+) \times H_3(\mathbb{R}^2_+ \times (0, T)) \times H_4(\mathbb{R} \times (0, T)) \). If

\[
\begin{cases}
  f(x, y, t) = 0 & \text{on } D_{\tau_0} \cap \{ x > 0, 0 < t < \tau_0 \}, \\
  g(y, t) = 0 & \text{on } D_{\tau_0} \cap \{ x = 0, 0 < t < \tau_0 \}, \\
  u_0(x, y) = 0, u_1(x, y) = 0 & \text{on } D_{\tau_0} \cap \{ x > 0, t = 0 \},
\end{cases}
\]

then \( u(x, y, t) = 0 \) on \( D_{\tau_0} \cap \{ x > 0, 0 < t < \tau_0 \} \).

**Remark 4.1.** (ii) of the theorem is valid also when \( u(x, y, t) \in C^\infty(\mathbb{R}^2_+ \times [0, T]) \).

In fact, take a \( C^\infty \) function \( \chi(x, y, t) \) with compact support satisfying \( \chi(x, y, t) = 1 \) in a neighborhood of \( \overline{D}_{\tau_0} \cap \{ x > 0, 0 \leq t \leq \tau_0 \} \) and consider
the equation for $\psi u$. Then we can easily prove Remark 4.1 from the case $u \in H_0(\mathbb{R}_+^2 \times (0, T))$.

**Proof of Theorem 4.1.** At first we prove (ii) of the theorem. Let the data $(u_0, u_1, f, g)$ satisfy (4.1). Denote by $\delta(\varepsilon)$ the inverse of $\theta(y)$ (i.e., $\theta(\delta(\varepsilon)) = \varepsilon$). For any $\varepsilon > 0$ choose a $C^\infty$ function $\varphi_\varepsilon(y)$ such that $0 \leq \varphi_\varepsilon(y) \leq 1$, $\varphi_\varepsilon(0) > 0$ and $\text{supp}[\varphi_\varepsilon] \subset \left[\frac{-\delta(\varepsilon)}{2}, \frac{\delta(\varepsilon)}{2}\right]$. We consider the equation

\begin{align}
\left\{
\begin{array}{l}
\Box u(x, y, t) = f(x, y, t) \quad \text{in} \quad \mathbb{R}_+^2 \times (0, t_0 - \varepsilon), \\
\left(\frac{\partial u}{\partial y} + (\varphi(y)^2 + \varphi_\varepsilon(y)) \left(\frac{\partial u}{\partial x}\right)\right)|_{x=0} = g(y, t) \quad \text{on} \quad \mathbb{R}_+^{1} \times (0, t_0 - \varepsilon), \\
\frac{\partial u}{\partial t}|_{t=0} = u_1(x, y) \quad \text{on} \quad \mathbb{R}_+^{1}, \\
u|_{t=0} = u_0(x, y) \quad \text{on} \quad \mathbb{R}_+^{1}.
\end{array}
\right.
\end{align}

(4.2)

Since the boundary condition of this equation is non-singular, we can apply the methods of Ikawa [2]. Therefore, there is a solution $v(x, y, t)$ ($\in H_0(\mathbb{R}_+^2 \times (0, t_0 - \varepsilon))$) such that

$$v(x, y, t) = 0 \quad \text{on} \quad D_t \cap \{x > 0, 0 < t < t_0 - \varepsilon\}.$$  

Obviously this $v(x, y, t)$ satisfies (1.1) for $0 < t < t_0 - \varepsilon$. From the uniqueness of the solution of (1.1) (see Corollary of Theorem 3.1), we can conclude that $u(x, y, t) = 0$ on $D_t \cap \{x > 0, 0 < t < t_0 - \varepsilon\}$. Since $\varepsilon$ is any positive constant, (ii) of the theorem is obtained.

Next let us show (i) of the theorem. The idea of the proof is suggested by Kajitani [4] and Appendix of Ikawa [2]. We construct an asymptotic solution

\begin{align}
\left(4.3\right) \quad u_N(x, y, t) = \sum_{n=0}^{\infty} e^{ik_0 \cdot y} v_n(x, y, t) (ik)^{-n}
\end{align}

in the same way as in [5] such that

\begin{align}
\left\{
\begin{array}{l}
\Box u_N(x, y, t) = e^{ik_0 \cdot y} v_N(ik)^{-N} \quad \text{in} \quad \mathbb{R}_+^2 \times [0, T] \quad (t_0 < T), \\
Bu_N(y, t) = 0 \quad \text{on} \quad \mathbb{R}_+^1 \times [0, T].
\end{array}
\right.
\end{align}

By an easy calculation we have
\[ e^{-ik\theta} \Delta u_N = (ik)^{2} (\Phi_{x}^{2} - \Phi_{y}^{2} - \Phi_{x}^{2}) \nabla^{j} v_{n}(ik)^{-j} \]
\[ + (ik) \left\{ (\Box \Phi) \nabla^{j} v_{n}(ik)^{-j} + 2 \sum \left( \Phi_{x} \frac{\partial \Phi_{x}}{\partial t} + \Phi_{y} \frac{\partial \Phi_{y}}{\partial t} \right) (ik)^{-j} \right\} \]
\[ + \sum (\Box v_{n}) (ik)^{-j}, \]
\[ e^{-ik\theta} B \Phi = (ik) (B \Phi) \nabla^{j} v_{n}(ik)^{-j} + \sum (B v_{n}) (ik)^{-j}, \]

where \( \Phi_{x}, \Phi_{y}, \Phi_{y} \) denote \( \frac{\partial \Phi}{\partial x}, \frac{\partial \Phi}{\partial x}, \frac{\partial \Phi}{\partial y} \) respectively. Therefore, we obtain the following equations for the phase function \( \Phi(x, y, t) \) and the amplitude function \( v_{n}(x, y, t) \) \((v_{n} = 0)\):

\[ \Phi_{x}^{2} - \Phi_{y}^{2} - \Phi_{y}^{2} = 0, \quad x \geq 0, \quad 0 \leq t \leq T, \]
\[ (\Phi_{y} - \Phi_{y}^{2})_{x = 0} = 0, \quad 0 \leq t \leq T; \]
\[ 2 \left( \Phi_{x} \frac{\partial \Phi_{x}}{\partial t} - \Phi_{y} \frac{\partial \Phi_{y}}{\partial t} \right) + (\Box \Phi) v_{n} = - \Box v_{n-1}, \quad x > 0, \quad 0 \leq t \leq T, \]
\[ \left. \left( \frac{\partial \Phi_{x}}{\partial x} + \Phi_{y} \frac{\partial v_{n}}{\partial x} \right) \right|_{x = 0} = 0, \quad 0 \leq t \leq T. \]

Combining (4.4) and (4.5) on the surface \( \{x = 0\} \), we have the equation for \( l(y, t) = \Phi|_{x = 0} \):

\[ l_{y} - \varphi^{2} \sqrt{E_{x} - E_{y}} = 0. \]

Here we do not use the other equation \( l_{y} + \varphi^{2} \sqrt{E_{x} - E_{y}} = 0 \). As is easily seen, the function

\[ l(y, t) = \theta(y) + t \]

is a solution of (4.8). By Hamilton-Jacobi's theory we have a solution \( \Phi(x, y, t) \) of (4.4) with \( \Phi|_{x = 0} = l(y, t) \). Thus we obtain a real solution \( \Phi(x, y, t) \) satisfying (4.4) and (4.5). (4.6) and (4.7) yield the following equation for \( \varphi_{n}(y, t) = v_{n}|_{x = 0} \):

\[ \left( \Phi_{x}|_{x = 0} - \varphi^{2} \Phi_{y}|_{x = 0} \right) \frac{\partial \varphi_{n}}{\partial y} + \varphi^{2} \Phi_{y}|_{x = 0} \frac{\partial \varphi_{n}}{\partial t} + \frac{\varphi^{2} \Phi_{y}|_{x = 0} v_{n}}{2} \]
\[ = - \frac{\varphi^{2}}{2} \Box v_{n-1}|_{x = 0}. \]

The characteristic curve of this equation through \((0, t_{0})\) coincides with
the curve \( \{(y, t) : \theta(y) + t = t_i\} \) since \( \Phi_x|_{x=0} = -\sqrt{\frac{d}{V}} \), \( \Phi_y|_{x=0} = I_y \), \( \Phi_t|_{x=0} = I_t \) and \( l(y, t) = \theta(y) + t \). Solving (4.6) for \( x > 0 \) with \( v_n|_{x=0} = \varphi_n(y, t) \), we get \( v_n(x, y, t) \) satisfying both (4.6) and (4.7). Note that every characteristic curve of (4.6) reaches in the direction \( x > 0, t > 0 \).

Now, let the mixed problem (1.1) have a finite propagation speed \( v \). Then, if the data \((u_0, u_1, f, g)\) of (1.1) satisfy

\[
\begin{aligned}
&f(x, y, t) = 0 \quad \text{on} \quad C_{t_0} \cap \{x > 0, 0 < t < t_0\}, \\
g(y, t) = 0 \quad \text{on} \quad C_{t_0} \cap \{x = 0, 0 < t < t_0\}, \\
u_0(x, y) = u_1(x, y) = 0 \quad \text{on} \quad C_{t_0} \cap \{x > 0, t = 0\},
\end{aligned}
\]  

(4.11)

the solution \( u(x, y, t) \) is equal to zero on \( C_{t_0} \cap \{x > 0, 0 < t < t_0\} \), where \( C_{t_0} = \{(x, y, t) : t - t_0 + \frac{1}{v} (x^2 + y^2)^{1/2} < 0\} \). Since \( \frac{d\theta}{dy}(0) = 0 \), we can choose a small constant \( t_0 > 0 \) such that \( vt_0 \leq \frac{1}{3} \beta(t_0) \) (where \( \beta(t) = t \)). If \( |t_1 - t_0| \) is small enough, the intersection of \( y \)-axis and the characteristic curve of (4.10) through \((0, t_i)\) lies in \( \left\{ \frac{2}{3} \beta(t_0) < y < \frac{4}{3} \beta(t_0) \right\} \). Therefore, we can take \( \{\varphi_n(y, t)\}_{n=0,1,...} \) so that \( \varphi_n \in C^{\infty}, \varphi_n(0, t_0) = 0 \) and \( \text{supp}[\varphi_n(y, 0)] \subset \left[ \frac{2}{3} \beta(t_0), \frac{4}{3} \beta(t_0) \right] \). Hence, we can construct the asymptotic solution \( u_N(x, y, t) \) satisfying

\[
\begin{aligned}
\Box u_N(x, y, t) &= e^{ikx} \Box v_N(x, y, t) (ik)^{-N} \quad \text{in} \quad \mathbb{R}^2 \times (0, T), \\
Bu_N(y, t) &= 0 \quad \text{on} \quad \mathbb{R}^2 \times (0, T), \\
\left. \frac{\partial u_N}{\partial t} \right|_{t=0} = u_N|_{t=0} = 0 \quad \text{on} \quad C_{t_0} \cap \{x > 0, t = 0\}.
\end{aligned}
\]

Let \( \chi(x) \in C^\infty \) for \( 0 \leq x \leq vT + 1 \). Then, \( f_N(x, y, t) = -e^{ikx} \Box v_N(x, y, t) \chi(x) \) belongs to \( H_{m+3}(\mathbb{R}^2 \times (0, T)) \) \( (m = 6, 7, \ldots) \). Furthermore, we have \( B_j f_N = \left( \frac{\partial}{\partial y} + \varphi^2 \frac{\partial}{\partial x} \right) \frac{\partial^j f_N}{\partial t^j} \bigg|_{t=0} = 0 \) for \( j = 0, 1, \ldots \). Therefore the data \((u_0, u_1, f, g) = (0, 0, f_N, 0)\) satisfy the compatibility condition of infinite order. By the result in § 3, there exists a solution \( w_N(x, y, t) \in C^\infty(\mathbb{R}^2 \times [0, T]) \) satisfying

\[
\begin{aligned}
\Box w_N(x, y, t) &= f_N(x, y, t) \quad \text{in} \quad \mathbb{R}^2 \times (0, T), \\
Bw_N(y, t) &= 0 \quad \text{on} \quad \mathbb{R}^2 \times (0, T), \\
\left. \frac{\partial w_N}{\partial t} \right|_{t=0} = w_N|_{t=0} = 0 \quad \text{on} \quad \mathbb{R}^2,
\end{aligned}
\]
and the estimate
\[ \sup_{(x, y, t) \in \mathbb{R}_+^2 \times (0, T)} |w_N(x, y, t)| \leq C_1 \|f_N\|_{L_1^{\infty} \times (0, T)} \leq C_2 k^2 \]
holds, where the constant \( C_2 \) does not depend on \( k (>0) \). We take the integer \( N>9 \), and set
\[ u(x, y, t) = w_N(x, y, t) (ik)^{-N} + u_N(x, y, t). \]
Then, \( (u_0, u_1, f, g) = (u, l, B, u) \) satisfies (4.11), but \( u(x, y, t) \) does not equal zero in a neighborhood of \( (x, y, t) = (0, 0, \epsilon_0) \) when \( k>0 \) is large enough. This is a contradiction. Therefore, (i) of the theorem is proved.

**Remark 4.2.** (i) of Theorem 4.1 can be verified also by the methods Ikawa [3] has employed to study the propagation speed of the mixed problem.

§ 5. A Non-well-posed Case

In this section we shall prove the following

**Theorem 5.1.** Let the function \( \psi(y) \) in (1.1) satisfy \( \psi(0)=0 \), \( \psi(y)>0 \) for \( y<0 \) and \( \psi(y)<0 \) for \( y>0 \). Then the problem (1.1) is not well-posed.

Here ‘well-posed’ means that there exists a unique solution of (1.1) in \( C^\infty(\mathbb{R}_+^2 \times [0, T]) \) for any \( (u_0, u_1, f, g) \in C^\infty(\mathbb{R}_+^2) \times C^\infty(\mathbb{R}_+^2) \times C^\infty(\mathbb{R}_+^2) \times [0, T]) \times C^\infty(\mathbb{R}^1 \times [0, T]) \) satisfying the compatibility condition of infinite order.

**Proof.** If (1.1) is well-posed, there exist a positive integer \( l \) and a compact set \( K (\subset \mathbb{R}_+^2) \) such that
\[ \sup_{0 \leq t \leq T} |u(0, 0, t)| \leq C (|\Box u|_{1, K \times [0, T]} + |Bu|_{1, K \times [0, T]}) \]
\[ \quad + u|_{t=0}^{l} + \frac{\partial u}{\partial t}|_{t=0}^{l} \]
where $K' = K \cap \{x = 0\}$ and the semi norm $|v|_{i,M}$ denotes
\[
\sum_{|\alpha| \leq i} \sup_{x \in M} \left| \frac{\partial^\alpha}{\partial x'} v(x') \right|.
\]
Let us construct an asymptotic solution
\[
u_n(x, y, t) = \sum_{n=0}^{N} e^{ik\phi(x, y, t)} v_n(x, y, t) (ik)^{-n}
\]
which is of the same type as in the proof of Theorem 4.1 and breaks the inequality (5.1) as $k \to +\infty$. By the same procedure as in the proof of Theorem 4.1, we get the following equations (cf. (4.4) ~ (4.7)):

\begin{align}
(5.2) & \quad \phi_t^x - \phi_x^x - \phi_y^y = 0, \quad x > 0, \quad 0 \leq t \leq T, \\
(5.3) & \quad (\phi_y + \psi(y) \phi_x) |_{x=0} = 0, \quad 0 \leq t \leq T; \\
(5.4) & \quad 2 \left( \phi_t \nu_n - \phi_x \nu_y - \phi_y \nu_x + (\Box \phi) \nu_n - \Box \nu_{n-1} \nu_{-1} = 0 \right), \quad x > 0, \quad 0 \leq t \leq T, \\
(5.5) & \quad \left( \frac{\partial \nu_n}{\partial y} + \psi(y) \frac{\partial \nu_n}{\partial x} \right) |_{x=0} = 0, \quad 0 \leq t \leq T.
\end{align}

We have a real solution $\psi(x, y, t)$ of (5.2) and (5.3) with $\phi_x < 0$, $\phi_y > 0$. Combining (5.4) and (5.5), we obtain the equation for $\bar{v}_n(y, t) = v_n|_{x=0}$:

\begin{align}
(5.6) & \quad (\phi_x |_{x=0} - \phi_y |_{x=0}) \frac{\partial \bar{v}_n}{\partial y} + \psi \phi_t |_{x=0} \frac{\partial \bar{v}_n}{\partial t} + \frac{\psi \Box \phi |_{x=0} \bar{v}_n}{2} \\
& \quad = -\frac{\psi}{2} (\Box \nu_{n-1}) |_{x=0}.
\end{align}

From the assumption of Theorem 5.1, any characteristic curve $t = \bar{x}(y)$ of (5.6) is concave (i.e. $\frac{\partial x}{\partial y}(y) < 0$ for $-\delta_x < y < 0$ and $\frac{\partial x}{\partial y}(y) > 0$ for $0 < y < \delta_x$, where $\delta_x$ is a small positive constant). Therefore we can choose the $\{v_n(x, y, t)\}_{n=0,1,2,\ldots}$ so that $v_n(x, y, t) \in C^\infty(\mathbb{R}^2_+ \times [0, T])$ with $v_n(0, 0, t_0) \neq 0$ for some $t_0$ ($0 < t_0 < T$) and $v_n(x, y, 0) = \phi_t(v_n)(x, y, 0)$.

Then, $u_n(x, y, t) = \sum_{n=0}^{N} e^{ik\phi} v_n(ik)^{-n}$ satisfies

\begin{align*}
\Box u_n(x, y, t) &= e^{ik\phi} \Box v_n(ik)^{-n} \text{ in } \mathbb{R}^2_+ \times (0, T), \\
Bu_n(y, t) &= 0 \text{ on } \mathbb{R}^1 \times (0, T), \\
\frac{\partial u_n}{\partial t} |_{t=0} &= u_n |_{t=0} = 0 \text{ on } \mathbb{R}^2_+,
\end{align*}
and \( |u_N(0, 0, t_0)| \to |v_0(0, 0, t_0)| \neq 0 \) as \( k \to +\infty \). This violates (5.1) (if \( N > l \)). The proof is complete.
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