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A number of generalizations of the well-known Banach contraction theorem are obtained in various directions. However one of them, stated in [5], shows that the Banach contraction theorem still holds for a class of non-metric spaces. This suggests that the notion of metric may not be essential in the Banach contraction theorem and some of its generalizations.

The main purpose of this paper is to show that the Banach contraction theorem and its generalizations due to Diaz and Margolis [1], Luxemburg [7], [8], Maia [9], and the author [5] can be easily derived from a simple fixed point theorem in spaces of type $L$ of Fréchet, which we shall call separated $L$-spaces. Similar results in non-separated $L$-spaces will be also stated. Moreover as an application to linear spaces, we shall derive a generalization of a theorem of Dotson [2].

1. Let $\omega$ denote the set of all nonnegative integers. A pair $(X, \rightarrow)$ of a set $X$ and a subset $\rightarrow$ of the set $X^\omega \times X$ is called an $L$-space if the following two conditions are satisfied:

(1) If $x_n = x \in X$ for all $n \in \omega$, then $(\{x_n\}_{n \in \omega}, x) \in \rightarrow$.

(2) If $(s, x) \in \rightarrow$, then $(t, x) \in \rightarrow$ for every subsequence $t$ of $s$.

In what follows, we shall write $s \rightarrow x$ or $x_n \rightarrow x$ instead of $(s, x) \in \rightarrow$, and read $s$ converges to $x$, where $s = (x_n)_{n \in \omega}$. If $s = (x_n)_{n \in \omega}$ is a sequence
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This is called a multivalued convergence space by Novák (e.g. see [10]).
in a set $X$, and if $f$ is a mapping on $X$, then $f(s)$ denotes the sequence
\[{f(x_n)}_{n \in \omega}\]

Let $(X, \to)$ be an L-space. It is said to be separated if each sequence in $X$ converges to at most one point of $X$. A mapping $f$ of $X$ into an L-space $(X', \to')$ is said to be continuous if $s \to x$ implies $f(t) \to' f(x)$ for some subsequence $t$ of $s$. By the product space of $(X, \to)$ and $(X', \to')$, we mean the L-space $(X \times X', \to'')$, where $\to''$ is defined as follows: $(x_n, y_n) \to'' (x, y)$ if and only if $x_n \to x$ and $y_n \to y$. Let $d$ be a nonnegative extended real valued function on $X \times X$. The L-space $(X, \to)$ is said to be $d$-complete if each sequence \({x_n}_{n \in \omega}\) in $X$ with $\sum_{n=0}^{m} d(x_{n+1}, x_n) < \infty$ converges to at least one point of $X$. We need the following

**Lemma 1.** Let $(X, \to)$ be an L-space which is $d$-complete for a nonnegative extended real valued function $d$ on $X \times X$. If $(X, \to)$ is separated, then $d(x, y) = d(y, x) = 0$ implies $x = y$ for every $x, y$ in $X$.

**Proof.** Assume $d(x, y) = d(y, x) = 0$, and define $a_{2n} = x$ and $a_{2n+1} = y$ for each $n \in \omega$. Then since $\sum_{n=0}^{m} d(a_{n+1}, a_n) = 0$, we have $a_n \to a$ for some $a \in X$. Hence the sequence \({a_n}_{n \in \omega}\) converges to $a$ and $x$ at the same time, and consequently we have $a = x$. Similarly $a = y$.

For each mapping $f$ of a set $X$ into itself, $f^0$ stands for the identity mapping of $X$ into itself.

2. We shall begin with the following simple observation, which generalizes a known result in metric spaces.

**Theorem 1.** Let $(X, \to)$ be a separated L-space which is $d$-complete for a nonnegative extended real valued function $d$ on $X \times X$, and $f$ be a continuous mapping of $X$ into itself satisfying the following conditions for some $\alpha, \beta$ with $0 \leq \alpha < 1$ and $0 < \beta \leq \infty$.

1. $d(f^\beta(x), f(x)) \leq \alpha d(f(x), x)$ for every $x \in X$ with $d(f(x), x) < \beta$. 


(2) \( d(f(a), a) < \beta \) for some \( a \in X \).
Then \( f \) has a fixed point, and the sequence \( \{f^n(a)\}_{n \in \mathbb{N}} \) converges to a fixed point of \( f \).

Proof. As can readily be seen by induction, \( d(f^{n+1}(a), f^n(a)) \leq \alpha^n d(f(a), a) \) for every \( n \in \omega \), and so we have \( \sum_{n=0}^{\infty} d(f^{n+1}(a), f^n(a)) < \infty \). Hence the \( d \)-completeness of the space implies that the sequence \( s = \{f^n(a)\}_{n \in \mathbb{N}} \) converges to some \( x \in X \). So, by the continuity of \( f \), there is a subsequence \( t \) of \( s \) such that \( f(t) \to f(x) \). But then since \( f(t) \) is a subsequence of \( s \), we have \( f(t) \to x \). Therefore we obtain \( f(x) = x \).

As an immediate consequence of this theorem we have a fixed point theorem of Banach's contraction type in \( L \)-spaces:

**Theorem 2.** Let \((X, \to)\) be a separated \( L \)-space which is \( d \)-complete for a nonnegative extended real valued function \( d \) on \( X \times X \), and \( f \) be a continuous mapping of \( X \) into itself satisfying the following conditions for some \( \alpha, \beta \) with \( 0 \leq \alpha < 1 \) and \( 0 < \beta \leq \infty \).

1. \( d(f(x), f(y)) \leq \alpha d(x, y) \) for every \( x, y \in X \) with \( d(x, y) < \beta \).
2. \( d(f(a), a) < \beta \) for some \( a \in X \).

Then \( f \) has a fixed point, and the sequence \( \{f^n(a)\}_{n \in \mathbb{N}} \) converges to a fixed point of \( f \). If in addition

\( (L) \ d(x, y) < \beta \) for all fixed points \( x, y \in X \) of \( f \), then \( f \) has a unique fixed point in \( X \).

Proof. It will suffice to show that \( f \) has at most one fixed point under the condition \( (L) \). Let \( x, y \in X \) be fixed points of \( f \). Then, since \( d(x, y) < \beta \), we have \( d(x, y) = d(f(x), f(y)) \leq \alpha d(x, y) \), and so \( d(x, y) = 0 \). Since \( d(y, x) < \beta \) this implies \( d(y, x) = 0 \). Therefore we have \( x = y \) by Lemma 1.

**Remark 1.** Each theorem mentioned above asserts that under certain hypothesis \( (H) \), if \( d(f(a), a) < \beta \) for some \( a \in X \), then \( f \) has a fixed point in \( X \), and the sequence \( \{f^n(a)\}_{n \in \mathbb{N}} \) converges to a fixed point of \( f \). However we can derive easily from each of them a "theorem of alterna-
tive" (cf. [1]) of the form: for each \( x \in X \), the following alternative holds under (H): either

1° \( d(f^{n+1}(x), f^n(x)) \geq \beta \) for all \( n \in \omega \), or

2° the sequence \( \{f^{m+n}(x)\}_{n \in \omega} \) converges to a fixed point of \( f \) for some \( m \in \omega \).

Moreover if the space \( (X, \to) \) is of type \( L^* \) (see Kuratowski [6]), then 2° can be replaced by the assertion: the sequence \( \{f^n(x)\}_{n \in \omega} \) converges to a fixed point of \( f \).

The following example shows that Theorem 2, and hence Theorem 1, is no longer true if \( f \) is not continuous.

**Example 1.** Let \( X \) denote the closed interval \([0, 1]\), and \( \to \) the set of all \((s, x) \in X^\omega \times X\) such that \( s \) converges to \( x \) under the usual topology on \( X \). Furthermore, for each \( x, y \in X \), let

\[
d(x, y) = \begin{cases} |x - y|, & \text{if } x \neq 0 \text{ and } y \neq 0, \\ 1, & \text{otherwise}. \end{cases}
\]

Then, it is easy to verify that \( (X, \to) \) is a separated \( d \)-complete \( L \)-space. Consider the mapping \( f \) defined by \( f(0) = \frac{1}{2} \) and \( f(x) = \frac{x}{2} \) for every nonzero \( x \) in \( X \). We have \( d(f(x), f(y)) \leq \frac{1}{2} d(x, y) \) for every \( x, y \in X \), but \( f \) is not continuous and has no fixed point.

3. The author introduced the notion of premetric spaces in [5]. However, in order to clarify the relation with generalized complete metric space of Luxemburg [7], we state here an alternative equivalent definition. A pair \((X, d)\) of a set \( X \) and a nonnegative extended real valued function \( d \) on \( X \times X \) is called a \emph{premetric space}, and \( d \) a \emph{premetric} on \( X \), if the following conditions are satisfied:

1) \( d(x, x) = 0 \) for every \( x \in X \).

2) \( d(x, y) \leq d(x, z) + d(z, y) \) for every \( x, y, z \in X \).

We say that\(^{(a)}\) a sequence \( \{x_n\}_{n \in \omega} \) in a premetric space \((X, d)\) \emph{converges to} \( x \in X \), and write \( x_n \overset{d}{\to} x \), if \( d(x, x_n) \to 0 \) as \( n \to \infty \); obviously \((X, \overset{d}{\to})\) is

\(^{(a)}\) Some modifications are made for the sake of simplicity.
an L-space. A premetric space \((X, d)\) is said to be separated\(^{\text{a}}\) if \((X, \rightarrow)\) is separated. We say that\(^{\text{a}}\) a subset \(M\) of \(X\) is complete if each sequence \(\{x_n\}_{n \in \omega}\) in \(M\) satisfying the following condition (C) converges to at least one point of \(M\).

(C) For any \(\varepsilon > 0\), there exists a \(k \in \omega\) such that \(d(x_m, x_n) < \varepsilon\) for every \(m, n \in \omega\) with \(m \geq n \geq k\).

If \((X, d)\) is complete, then \((X, \rightarrow)\) is \(d\)-complete, since \(x_n \in X\) and \(\sum_{n=0}^{\infty} d(x_{n+1}, x_n) < \infty\) imply that, for each \(\varepsilon > 0\), there exists a \(k \in \omega\) such that \(d(x_m, x_n) \leq \sum_{i=n}^{m-1} d(x_i, x_j) < \varepsilon\) whenever \(m > n \geq k\). Note that a generalized complete metric space is a complete premetric space. We are now in a position to state the following consequence of Theorem 2.

**Corollary 1.** ([5]) Let \(f\) be a mapping of a separated premetric space \((X, d)\) into itself. Suppose that the following conditions are satisfied for some \(\alpha\) with \(0 \leq \alpha < 1\).

1. \(d(f(x), f(y)) \leq \alpha d(x, y)\) for every \(x, y \in X\) with \(d(x, y) < \infty\).
2. There exists an \(a \in X\) such that \(d(f(a), a) < \infty\) and \(M = \{x \in X \mid d(x, a) \leq (1-\alpha)^{-1} d(f(a), a)\}\) is complete.

Then \(f\) has a unique fixed point in \(M\) and the sequence \(\{f^n(a)\}_{n \in \omega}\) converges to the fixed point.

**Proof.** Let \(\rightarrow\) denote the induced structure of \(\rightarrow\) into \(M\). Then \((M, \rightarrow)\) is a \(d\)-complete L-space. Now for each \(x \in M\), we have

\[
d(f(x), a) \leq d(f(x), f(a)) + d(f(a), a) \leq \alpha d(x, a) + d(f(a), a) \\
\leq \frac{1}{1-\alpha} d(f(a), a).
\]

Hence the restriction of \(f\) into \(M\) is a mapping of \(M\) into itself, which is continuous. Since \(a\) belongs to \(M\), we see from Theorem 2 that it suffices to prove the uniqueness of the fixed point of \(f\). To this end let \(x, y \in M\) be fixed points of \(f\). Then since \(d(x, a) < \infty\), we have \(d(x, f^n(a)) \leq \alpha^n d(x, a)\) for every \(n \in \omega\). Consequently the sequence \(\{f^n(a)\}_{n \in \omega}\) converges to \(x\). This shows that the sequence also converges to \(y\), and so we obtain \(x = y\).
Corollary 2. Let $f$ be a continuous mapping of a complete separated premetric space $(X, d)$ into itself, and $d'$ be a nonnegative extended real valued function on $X \times X$. Suppose that the following conditions are satisfied for some $\alpha, \beta$ with $0 \leq \alpha < 1$ and $0 < \beta \leq \infty$.

1. $d(x, y) \leq d'(x, y)$ for every $x, y \in X$.
2. $d'(f(x), f(y)) \leq \alpha d'(x, y)$ for every $x, y \in X$ with $d'(x, y) < \beta$.

Then for each $x \in X$ the following alternative holds: either

1° $d'(f^n(x), f^m(x)) \geq \beta$ for all $n, m \in \omega$, or

2° the sequence $\{f^n(x)\}_{n \in \omega}$ converges to a fixed point of $f$.

If in particular $d'(f(a), a) < \beta$ for some $a \in X$ and if the condition (L) is satisfied, then $f$ has a unique fixed point.

Proof. Since $(X, \rightarrow)$ is $d$-complete, it is $d'$-complete by the condition (1). Hence the conclusion follows immediately from Theorem 2 and Remark 1.

The fixed point theorem of Diaz and Margolis [1], and hence those of Luxemburg [7], [8], are obtained from Corollary 2 by letting $(X, d)$ a generalized complete metric space and $d' = d$, though Luxemburg's are direct consequences of Theorem 2. The fixed point theorem due to Maia [9] is also a special case of Corollary 2. In fact, it suffices to take two metrics $d, d'$ and $\beta = \infty$.

4. We shall now proceed to establish some similar results for non-separated L-spaces.

Theorem 3. Let $(X, \rightarrow)$ be an L-space which is $d$-complete for a continuous nonnegative extended real valued function $d$ on the product space $X \times X$ with the property that $d(x, y) = 0$ implies $x = y$. If $f$ is a continuous mapping of $X$ into itself satisfying the conditions (1) and (2) of Theorem 1 for some $\alpha, \beta$ with $0 \leq \alpha < 1$ and $0 < \beta \leq \infty$, then $f$ has a fixed point, and the sequence $\{f^n(a)\}_{n \in \omega}$ converges to a fixed point of $f$. 

Proof. By induction, we have

\[(*) \quad d(f^{n+1}(a), f^n(a)) \leq \alpha^n d(f(a), a)\]

for every \( n \in \omega \). Hence the same argument employed in the proof of Theorem 1 yields that the sequence \( s = \{ f^n(a) \}_{n \in \omega} \) converges to some \( x \in X \), and that \( f(t) \to f(x) \) for some subsequence \( t \) of \( s \). Therefore the continuity of \( d \) implies that \( d(f(f^{n(m)}(a)), f^{n(m)}(a)) \to d(f(x), x) \) for some subsequence \( \{ f^{n(m)}(a) \}_{m \in \omega} \) of \( t \). But (\( * \)) shows that \( d(f(f^{n(m)}(a)), f^{n(m)}(a)) \to 0 \). Hence \( d(f(x), x) = 0 \), and thus we have \( f(x) = x \).

It follows from this result that Theorem 2 also holds for such an L-space.

As the following example shows, there is a non-separated L-space \((X, \rightarrow)\) which is \( d \)-complete for a continuous nonnegative real valued function \( d \) on the product space \( X \times X \) with the property that \( d(x, y) = 0 \) implies \( x = y \).

Example 2. Let \( X = \{0, 1\} \), and let \( \rightarrow \) denote the set of all ordered pairs \((s, 0)\) and \((t, 1)\), where \( s = \{x_n\}_{n \in \omega} \) is a sequence in \( X \) satisfying the following conditions (0) or (1), and \( t = \{x_n\}_{n \in \omega} \) is a sequence in \( X \) satisfying (1):

(0) There is an \( m \in \omega \) such that \( x_n = 0 \) for all \( n \geq m \).
(1) There is an \( m \in \omega \) such that \( x_n = 1 \) for all \( n \geq m \).

Then \((X, \rightarrow)\) is a non-separated L-space. The constant function \( d \) on \( X \times X \) with value 1 is obviously continuous and satisfies trivially the condition that \( d(x, y) = 0 \) implies \( x = y \). It is clear that \((X, \rightarrow)\) is \( d \)-complete.

It should be noted however that an L-space \((X, \rightarrow)\) is separated if there is a continuous nonnegative extended real valued function \( d \) on \( X \times X \) satisfying the condition that \( d(x, y) = 0 \) if and only if \( x = y \).

The following example shows that Theorem 3 is no longer true if \( f \) is not continuous.

Example 3. Consider the L-space \((X, \rightarrow)\) and the mapping \( f \) of
Example 1. \((X, \rightarrow)\) is \(d\)-complete for the usual metric \(d\) on \(X\). It is easy to see that \(f\) satisfies the inequality
\[
d(f^*(x), f(x)) \leq \frac{1}{2}d(f(x), x)
\]
for every \(x \in X\), but it has no fixed point.

5. In [4], Hanspeter showed that the fixed point theorem of Tychonoff remains valid in certain convergence linear spaces \((\text{limitierten Vektorräumen})\) of Fischer [3]). On the other hand, Dotson [2] showed that the postulate of convexity in the fixed point theorem of Schauder can be relaxed for nonexpansive mappings. In this section, we shall prove, as an application of Theorem 2, a fixed point theorem in convergence linear spaces which generalizes the theorem of Dotson. An intermediate result (Lemma 3 below) in our argument shows that Theorem 2 properly involves the Banach contraction theorem.

The linear spaces we shall consider are defined on the field \(K\) of real or complex numbers. The neighborhood filter of \(0 \in K\) for the usual topology on \(K\) will be denoted by \(\mathcal{V}\). A subset \(B\) of convergence linear space \((E, \tau)\) is said to be bounded if the filter \(\mathcal{V}B\) generated by the filter base \(\{VB | V \in \mathcal{V}\}\) converges to \(0 \in E\) (see Hanspeter [4]). A sequence \(s\) in \(E\) is said to converge to \(x \in E\) if so does the filter \(\Phi(s)\) generated by \(s\). We say that a subset \(X\) of \(E\) is sequentially compact if each sequence in \(X\) has a subsequence converging to at least one point of \(X\). A mapping \(f\) of \(X\) into \(E\) is said to be sequentially continuous if for every \(x \in X\), each sequence in \(X\) converging to \(x\) has a subsequence \(s\) such that \(f(s)\) converges to \(f(x)\). A subset \(X\) of a linear space is said to be star-shaped provided that there is an \(a \in X\) such that \(\lambda \in X\) and \(0 < \lambda < 1\) imply \(\lambda a + (1 - \lambda)x \in X\). The main result of this section is the following

**Theorem 4.** Let \(X\) be a sequentially compact star-shaped subset of a separated convergence linear space \((E, \tau)\), and \(f\) a sequentially continuous mapping of \(X\) into itself. Suppose that there exists a nonempty subset \(B\) of \(E\) satisfying the following conditions:

1. The convex hull of \(B\) is bounded.
(2) \( x - y \in \lambda B (\lambda > 0) \) implies \( f(x) - f(y) \in \lambda B \), for every \( x, y \in X \).

(3) For each \( x \in X \), there exists a real number \( \mu \) such that \( f(x) - x \in \mu B \).

Then \( f \) has a fixed point.

Note that in this theorem, if \((E, \tau)\) is a Hausdorff locally convex space, then (1) can be replaced by the condition that \( B \) 's bounded.

In order to prove the theorem, we need some lemmas. We say that a subset \( X \) of a convergence linear space is **sequentially complete** if each sequence \( s \) in \( X \) which generates a Cauchy filter \( \mathcal{O}(s) \) converges to some point of \( X \).

**Remark 2.** If \( X \) is a sequentially compact subset of a convergence linear space \((E, \tau)\), then \( X \)'s sequentially complete. In fact, let \( s \) be a sequence in \( X \) such that \( \mathcal{O}(s) \) is a Cauchy filter. Then \( s \) has a subsequence \( t \) converging to some \( x \in X \). It is not hard to see that the filter \( \mathcal{O}(s) \) is finer than the filter \( \mathcal{V} = \mathcal{O}(t) + \mathcal{O}(s) - \mathcal{O}(s) \). Since \( \mathcal{O}(s) \) is a Cauchy filter and \( \mathcal{O}(t) \in \tau x \), the filter \( \mathcal{V} \) belongs to \( \tau x \), and hence so does \( \mathcal{O}(s) \).

Let \( X \) be a subset of a convergence linear space \((E, \tau)\), and let \( \rightarrow \) denote the set of all \( (s, x) \in X^0 \times X \) with \( \mathcal{O}(s) \in \tau x \). Then \((X, \rightarrow)\) is an L-space. For a nonempty subset \( B \) of \( E \), define a nonnegative extended real valued function \( d_B \) on \( E \times E \) by

\[
d_B(x, y) = \inf \{ \lambda > 0 | x - y \in \lambda B \}
\]

for every \( (x, y) \in E \times E \). The restriction of \( d_B \) into \( X \times X \) will be also denoted by \( d_B \).

**Lemma 2.** If \( X \) is a sequentially complete subset of a convergence linear space \((E, \tau)\), and if \( B \) is a nonempty subset of \( E \) with bounded convex hull \( \Gamma(B) \), then the L-space \((X, \rightarrow)\) is \( d_B \)-complete.

**Proof.** Assume \( \sum_{n=0}^{\infty} d_B(x_{n+1}, x_n) < \infty \), where \( s = \{x_n\}_{n \in \mathbb{N}} \) is a sequence in \( X \), and let \( \varepsilon \) be an arbitrary positive real number. Then there
is a $k \in \omega$ such that $\sum_{i=1}^{n-1} d_B(x_{i+1}, x_i) < \varepsilon$ for every $m, n \in \omega$ with $k \leq m < n$.

Let $\varepsilon_m, \varepsilon_{m+1}, \ldots, \varepsilon_{n-1}$ be real numbers for which we have $\sum_{i=m}^{n-1} \varepsilon_i < \varepsilon$ and $d_B(x_{i+1}, x_i) < \varepsilon_i$ for each $i \in N = \{m, m+1, \ldots, n-1\}$. Then for each $i \in N$, we can find a positive real number $\lambda_i < \varepsilon_i$ such that $x_{i+1} - x_i \in \lambda_i B$.

Hence we have

$$x_n - x_m \in \lambda_m B + \lambda_{m+1} B + \cdots + \lambda_{n-1} B$$

$$\subset (\lambda_m + \lambda_{m+1} + \cdots + \lambda_{n-1}) \Gamma(B) \subset V_\varepsilon \Gamma(B),$$

where $V_\varepsilon$ denotes the set of all $\xi \in K$ with $|\xi| < \varepsilon$. This shows that \{\{x_n | n \geq k\} - \{x_n | n \geq k\} \in V_\varepsilon \Gamma(B)\}. Therefore the filter $\Phi(s) - \Phi(s)$ is finer than the filter $\forall \Gamma(B) \in \tau_0$, and so $\Phi(s) - \Phi(s) \in \tau_0$. Hence $\Phi(s)$ is a Cauchy filter. Thus $\Phi(s) \in \tau x$ for some $x \in X$.

**Lemma 3.** Let $X$ be a sequentially complete subset of a separated convergence linear space $(E, \tau)$, and $f$ a sequentially continuous mapping of $X$ into itself. Suppose that there exist a nonempty subset $B$ of $E$ with bounded convex hull and an $\alpha$ with $0 < \alpha < 1$ satisfying the following conditions:

1. $x - y \in \lambda B (\lambda > 0)$ implies $f(x) - f(y) \in \alpha \lambda B$, for every $x, y \in X$.
2. $f(a) - a \in \beta B$ for some $a \in X$ and for some real number $\beta$.

Then $f$ has a fixed point, and the sequence $\{f^n(a)\}_{n=0}^\infty$ converges to a fixed point of $f$.

**Proof.** Evidently one can assume $\alpha > 0$ and $\beta > 0$. Suppose that $\alpha d_B(x, y) < d_B(f(x), f(y))$ for some $x, y \in X$. Then we can choose an $\varepsilon$ with $\alpha d_B(x, y) < \varepsilon < d_B(f(x), f(y))$. Hence $x - y \in \lambda B$ for some $\lambda$ with $d_B(x, y) < \lambda < \varepsilon/\alpha$. So it follows from (1) that $f(x) - f(y) \in \alpha \lambda B$, which implies $d_B(f(x), f(y)) \leq \alpha \lambda < \varepsilon < d_B(f(x), f(y))$, a contradiction. This establishes that $d_B(f(x), f(y)) \leq \alpha d_B(x, y)$ for every $x, y \in X$. Obviously $d_B(f(a), a) < \infty$. Thus Lemma 2 and Theorem 2 yield the conclusion.

**Proof of Theorem 4.** Since $X$ is star-shaped, there is an $a \in X$ such that $x \in X$ and $0 < \lambda < 1$ imply $\lambda a + (1 - \lambda) x \in X$. For each nonzero $n \in \omega$, define mapping $f_n$ of $X$ into itself by

$$f_n(x) = \frac{1}{n} a + \left(1 - \frac{1}{n}\right) f(x)$$
for every $x \in X$. Clearly each $f_n$ is sequentially continuous. If $x, y \in X$, $\lambda > 0$ and $x - y = \lambda B$, then

$$f_n(x) - f_n(y) = \left(1 - \frac{1}{n}\right)(f(x) - f(y)) \in \left(1 - \frac{1}{n}\right)\lambda B.$$ 

Since $f(a) - a \in \beta B$ for some real number $\beta$, we have

$$f_n(a) - a = \left(1 - \frac{1}{n}\right)(f(a) - a) \in \left(1 - \frac{1}{n}\right)\beta B.$$ 

Therefore by Remark 2 and Lemma 3, each $f_n$ has a fixed point in $X$. Hence the axiom of choice guarantees the existence of a sequence $s = \{x_n\}_{n \in \omega}$ in $X$ such that $x_n = a$ and $f_n(x_n) = x_n$ for every nonzero $n \in \omega$.

Since $X$ is sequentially compact, some subsequence $t$ of $s$ converges to a point $x$ of $X$, and so by the sequential continuity of $f$, we can find a subsequence $\{x_{n_i}\}_{i \in \omega}$ of $t$ such that the sequence $\{f(x_{n_i})\}_{i \in \omega}$ converges to $f(x)$. On the other hand, since

$$f(x_{n_i}) = \frac{1}{1 - \frac{1}{n_i}}\left(x_{n_i} - \frac{1}{n_i}a\right),$$

the sequence $\{f(x_{n_i})\}_{i \in \omega}$ converges to $x$. Thus we have $f(x) = x$.
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