A two-dimensional metastable flame-front and a degenerate spike-layer problem
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A formal asymptotic analysis is used to analyze the metastable behavior associated with a nonlocal PDE model describing the upward propagation of a flame-front interface in a vertical channel with a two-dimensional convex cross-section. In a certain asymptotic limit, the flame-front interface assumes a roughly paraboloidal shape with the tip of the paraboloid drifting asymptotically exponentially slowly towards the closest point on the wall of the channel. Asymptotic estimates for the exponentially small eigenvalues responsible for this metastable behavior are derived together with an explicit ODE for the slow motion of the tip of the paraboloid. The subsequent slow motion of the tip along the channel wall is also characterized explicitly. The analysis is based on a nonlinear transformation that has the effect of transforming the paraboloidal interface to a spike-layer solution of a specific singularly perturbed quasilinear parabolic problem with a nondifferentiable quasilinear term.

1. Introduction

We analyze the nonlinear evolution equation of [10] and [15] that models a flame-front propagating upwards in a vertical channel. In [15] and Appendix B of [3] a nonlocal PDE for the flame-front interface was derived by taking into account the competing effects of buoyancy and gravity. In nondimensional variables, and in a certain asymptotic limit, the flame-front interface \( S = S(x, t) \) was found to satisfy

\[
S_t - \frac{1}{2} |\nabla S|^2 = \epsilon^2 \Delta S + S - \langle S \rangle, \quad x \in \Omega, \ t > 0, \tag{1.1a}
\]

\[
\partial_n S = 0, \quad x \in \partial \Omega; \quad S(x, 0) = S_0(x); \quad \langle S \rangle = \frac{1}{|\Omega|} \int_{\Omega} S(x, t) \, dx. \tag{1.1b}
\]

Here \( \Omega \subset \mathbb{R}^2 \) is the bounded channel cross-section, \( |\Omega| \) is the area of \( \Omega \), and \( \partial_n \) is the outward normal derivative. We assume that \( \Omega \) is convex with a smooth boundary \( \partial \Omega \). The small parameter \( \epsilon > 0 \) is defined in terms of the channel width, the gravitational acceleration, and some physical properties of the flame (see equation (1.4) of [3]).

In the one-dimensional case where \( \Omega = \{ x \mid |x| < 1 \} \), the numerical results of [10] suggested that the flame-front interface assumes a roughly concave parabolic shape where the tip of the parabola drifts slowly towards one of the endpoints of the interval at \( x = \pm 1 \). For \( \epsilon \ll 1 \), it was proved in [2] and [3] that the speed of this slow drift of the tip of the parabola is asymptotically
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exponentially small as $\varepsilon \to 0$. For $\varepsilon \to 0$, a formal asymptotic analysis was used in [16] to derive the following nonlinear ODE for the tip $x_0(t)$ of the flame-front interface for (1.1):

$$x'_0 \sim \sqrt{\frac{2}{\pi \varepsilon^2}} \left( [(1 - x_0)^2 + O(\varepsilon^2)]e^{-(1-x_0)^2/(2\varepsilon^2)} - [(1 + x_0)^2 + O(\varepsilon^2)]e^{-(1+x_0)^2/(2\varepsilon^2)} \right). \quad (1.2)$$

The analyses of [2], [3], and [16] were based on introducing the transformation $y = -S_y$ into (1.1) to eliminate the nonlocal term. The resulting PDE problem for $y = y(x, t)$ on $|x| < 1$ is the Burgers–Sivashinsky equation

$$y_t + yy_x - y = \varepsilon^2 y_{xx}, \quad y(\pm 1, t) = 0, \quad y(x, 0) = -S_y(x, 0). \quad (1.3)$$

In a vertical channel with a two-dimensional cross-section, the upwardly propagating flame-front assumes a roughly paraboloidal shape with the tip of the paraboloid located somewhere in the channel cross-section. The numerical results of [1] and [8] strongly indicate that the paraboloidal flame-front interface maintains its shape for a very long time with the tip of the paraboloid drifting asymptotically slowly in $\varepsilon$ towards the boundary of the channel cross-section. Experimental evidence of such long-lived transients from physical experiments with premixed flames are summarized in §2 of [8]. For the special case of a unit square channel cross-section, it was proved in [1] that the flame-front is metastable in the sense that the tip of the flame-front remains inside $\Omega$ for an asymptotically exponentially long time when $\varepsilon \ll 1$. The method of proof in [1] was based on differentiating (1.1a) separately with respect to $x$ and $y$; then by using comparison principles the resulting problems were related to the Burgers–Sivashinsky equation (1.3) where metastability was proved in [3]. Although this approach proved the existence of a metastable flame-front in a square domain, it left open the issue of providing an explicit analytical characterization of the metastable flame-front dynamics and of providing asymptotic estimates for the exponentially small eigenvalues associated with the linearization around the flame-front. The numerical results in [1] did suggest that the flame-front tip eventually approaches the closest point on the boundary of the square. In addition, Theorem 2 of [1] proves that, under some assumptions on the initial data, the flame-front tip will approach one of the corners of the square. For an elliptical domain, the numerical results of [8] showed that the flame-front tip approaches the closest point on the boundary of the ellipse. From the numerical study of [8], the tip then drifts along the boundary of the ellipse towards the nearest local maximum of the boundary curvature.

The goal of this paper is to extend the results in [1] and [8] by giving an explicit, but formal, asymptotic characterization of metastability for (1.1) when $\Omega$ is a convex domain. We also study the motion of the flame-front tip on the boundary of the domain. Although we provide an explicit asymptotic characterization of the flame-front dynamics for a well-developed paraboloidal flame-front, we do not study the important problem of the formation of the flame-front from arbitrary initial data. In contrast to the rigorous approach in [1] in which (1.1a) is differentiated with respect to $x$ and $y$ to eliminate the nonlocal term, our study of (1.1) is based on a nonlinear change of variables that reduces (1.1) to a quasilinear parabolic problem. In our formulation the paraboloidal flame-front interface with tip at $x_0$ inside $\Omega$ is transformed for $\varepsilon \to 0$ to a localized spike-layer solution with the spike centered at $x_0$. The metastable behavior of this interior spike-layer solution is then studied in detail using a formal asymptotic analysis. For the simpler one-dimensional case, this approach has recently been used in [14] as an alternative to the metastability analysis of [16] based on the Burgers–Sivashinsky equation (1.3).
Before outlining our specific results, we introduce the transformation of (1.1). We first define $\mathcal{U}$ by

$$S(x, t) = 2\varepsilon^2 \log[u(x, t)].$$

Upon substituting (1.4) into (1.1), we find that $\mathcal{U}$ satisfies

$$\mathcal{U}_t = \varepsilon^2 \Delta \mathcal{U} + \mathcal{U} (\log \mathcal{U} - (\log \mathcal{U})), \quad x \in \Omega, \; t > 0; \quad \partial_\nu \mathcal{U} = 0, \; x \in \partial \Omega.$$  

Since there is no nontrivial equilibrium solution to (1.5), we introduce the further change of variables

$$\mathcal{U}(x, t) = e^{c(t)} + u(x, t).$$

Here $c(t)$ is chosen so that the problem for $u$ has a steady-state solution, and $\omega$ is an arbitrary constant. Therefore, $c^t(t) = -\langle \log u(x, t) \rangle,$

while $u$ satisfies the quasilinear parabolic problem

$$u_t = \varepsilon^2 \Delta u + u \log u, \quad x \in \Omega, \; t > 0; \quad \partial_\nu u = 0, \; x \in \partial \Omega.$$  

The equilibrium problem for (1.8) in $\mathbb{R}^2$ is

$$\varepsilon^2 \Delta u^\infty + u^\infty \log u^\infty = 0, \quad x \in \mathbb{R}^2; \quad u^\infty|_{|x|\to \infty} = 0.$$  

As a result of the nondifferentiability of $u \log u$ at $u = 0$, this problem is a special case of a class of degenerate spike-layer problems studied in [5]. A remarkable feature of (1.9) is that it has the simple exact spike-layer solution

$$u^\infty(x; x_0) = \exp \left( 1 - \frac{|x - x_0|^2}{4\varepsilon^2} \right), \quad x \in \mathbb{R}^2,$$

for any fixed spike location $x_0 \in \mathbb{R}^2$. This is the unique solution with $u^\infty > 0$ to (1.9) (cf. [5]).

Since the spike profile $u^\infty$ only fails to satisfy the boundary conditions of the finite-domain problem (1.8) by asymptotically exponentially small terms as $\varepsilon \to 0$ for any $x_0 \in \Omega$, $u^\infty$ is an approximate steady-state solution of (1.8). Upon substituting $u = u^\infty$, (1.7), and (1.6), into (1.4), we obtain

$$S(x, t) = \frac{1}{2} \int_0^t \langle |x - x_0|^2 \rangle \, dt - \frac{1}{2} \langle |x - x_0|^2 \rangle + 2\varepsilon^2(1 - t + \omega).$$

Therefore, the spike profile $u^\infty$, with spike location at $x_0$ is transformed to a paraboloidal flame-front interface, with tip at $x_0$, that propagates upwards in the channel at speed $v(t) = 2\varepsilon^2 c' = \frac{1}{7} \langle |x - x_0|^2 \rangle + O(\varepsilon^2)$. In Fig. 1, we show a plot of the interface $w = \log u^\infty = S/(2\varepsilon^2)$ and the corresponding spike profile $u^\infty$ from (1.10) for the domain $\Omega = [-1, 1] \times [-1, 1]$. When $x_0(0) = (0.1, 0.3)$ and $\varepsilon = 0.1$. However, since the form for $S$ in (1.11) does not satisfy $\partial_\nu S = 0$ on $\partial \Omega$, (1.11) must be modified near $\partial \Omega$ by introducing certain boundary-layer terms. For the time-dependent problem, we allow $x_0$ and $\omega$ to depend slowly on time. By using formal asymptotic methods to resolve the boundary layer near $\partial \Omega$, we will derive slow motion ODE’s for $x_0(t)$ and for $\omega(t)$. By substituting these slow motion ODE’s into (1.11), we obtain an explicit characterization of the metastability for the flame-front interface of (1.1). The precise metastability result is given in
Fig. 1. Plot of the interface $w = S/(2\varepsilon^2) = 1 - |x - x_0|^2/(4\varepsilon^2)$ (top), and the spike profile $u^\infty$ from (1.10) (bottom), when $x_0 = (0.1, 0.3)$ and $\varepsilon = 0.1$. The domain is the square $\Omega = [-1, 1] \times [-1, 1]$.

Principal Result 4.1 of §4 below. For $\varepsilon \to 0$, it is shown that the flame-front tip drifts asymptotically exponentially slowly towards the closest point on the wall of the channel. Illustrations of this phenomena are given in §4. We also analyze the motion of the flame-front tip after it has become attached to the wall of the channel. By deriving an ODE for the flame-front tip, it is shown that the tip slides along the boundary until it reaches a local maximum of the curvature of the boundary. The
precise result for the boundary flame-front tip motion is given in Principal Result 5.1 of §5. These asymptotic results give a formal confirmation of the numerical results and conjectures in [1] and [8]. Similar to Fig. 4 of [8], in Fig. 2(a) we illustrate the two distinct stages of the dynamics of a flame-front tip that is initially located inside an elliptical domain. In Fig. 2(b) we plot the upward speed $v(t)$ of the flame-front in the channel during both stages of the dynamics. An explicit description of the flame-front dynamics for these two stages together with the parameter values used for (1.1) is given in Example 6.1 of §6.

Equilibrium spike-layer problems similar to (1.8), but with $u \log u$ replaced by either $-u + u^p$ or a more general class of differentiable functions of $u$, have been studied extensively over the
past ten years. Early studies of interior equilibrium spikes include [23], [21], and [18]. For early studies of boundary spikes see [13] and [22]. Metastable spike behavior in two spatial dimensions associated with the nonlocal quasilinear shadow Gierer–Meinhardt problem is analyzed in [6], [21], and [4]. A formal asymptotic analysis of the dynamics of boundary spikes for this shadow Gierer–Meinhardt model is given in [7]. A recent survey of rigorous properties of equilibrium spike-layer behavior is given in Section 1 of [12]. A survey of metastable behavior and boundary dynamics of spike and bubble solutions for scalar quasilinear problems in two spatial dimensions is given in [19]. A more general survey of formal asymptotic methods for equilibrium and time-dependent spike-layer solutions is given in [20]. In contrast to these previous studies, the study of spike-layer behavior for (1.8) is technically somewhat more challenging owing to the nondifferentiability of the quasilinear term $u \log u$ at $u = 0$.

The outline of this paper is as follows. For $\varepsilon \to 0$, in §2 we study the spectral problem associated with linearizing (1.8) around the spike profile $u^\infty$. By using boundary-layer theory to calculate the boundary behavior of certain near-translation eigenfunctions, precise asymptotic estimates for the asymptotically exponentially small eigenvalues associated with the linearization are derived. In addition, we derive an asymptotic estimate for the $O(1)$ positive principal eigenvalue of the linearization. In §3 we construct an improved approximation to the equilibrium solution of (1.8) whereby the spike profile $u^\infty$ is adjusted by a boundary-layer solution of exponentially small amplitude in order to satisfy $\partial_n u = 0$ on $\partial \Omega$. We then study the spectral properties of the linearization of (1.8) around this improved quasi-equilibrium solution, and we derive asymptotic estimates for the exponentially small eigenvalues associated with the near-translation invariance. In §4 we use the spectral estimates of §2 to derive explicit slow motion ODE’s for the flame-front tip $x_0(t)$ and the growth $\omega(t)$. In §5 we analyze the dynamics of the flame-front on the boundary of the domain. Finally, in §6 we conclude with a brief discussion and we illustrate our asymptotic results with a few examples.

2. The eigenvalue problem: leading order theory

In this section we analyze the spectral problem associated with linearizing (1.8) around the spike profile $u^\infty$ of (1.10). We assume that the spike location $x_0 \in \Omega$ satisfies $\text{dist}(x_0, \partial \Omega) = O(1)$ as $\varepsilon \to 0$. If we linearize (1.8) around $u^\infty$, and neglect the no-flux boundary condition, we obtain the infinite-domain eigenvalue problem

$$\varepsilon^2 \Delta \phi^\infty + \left(2 - \frac{|x - x_0|^2}{4\varepsilon^2}\right) \phi^\infty = \lambda^\infty \phi^\infty, \quad x \in \mathbb{R}^2; \quad \phi^\infty \to 0 \text{ as } |x| \to \infty. \quad (2.1)$$

The first three eigenpairs of (2.1), ranked according to the largest eigenvalues, are

$$\lambda^\infty_0 = 1, \quad \phi^\infty_0 = u^\infty = \exp\left(1 - \frac{|x - x_0|^2}{4\varepsilon^2}\right),$$

$$\lambda^\infty_i = 0, \quad \phi^\infty_i = \partial_i u^\infty, \quad i = 1, 2. \quad (2.2a)$$

The result in (2.2b) expresses the translation invariance of the infinite-domain problem, and is readily seen by differentiating (1.9) with respect to $x_i$ for $i = 1, 2$. Moreover, since (2.1) is the explicitly solvable 2-D harmonic oscillator eigenvalue problem (cf. [11]), its entire spectrum is

$$\phi^\infty = c_{n_1, n_2} e^{-|y|^2/4} \text{He}_{n_1}(y_1) \text{He}_{n_2}(y_2), \quad \lambda^\infty = 1 - n_1 - n_2, \quad n_1, n_2 = 0, 1, 2, \ldots. \quad (2.3)$$
Here $y = e^{-1}(x - x_0)$, $y_i$ is the $i$th coordinate of $y$, and $H_n(y_i)$ is the usual Hermite polynomial of degree $n$. The first three eigenpairs in (2.3) agree with those in (2.2), and the remaining eigenvalues are strictly negative.

If we insist that $\phi$ satisfy the no-flux condition on $\partial \Omega$, then we obtain the finite-domain eigenvalue problem
\[
L_0 \phi = \varepsilon^2 \Delta \phi + (1 + \log u^\infty) \phi = \lambda \phi, \quad x \in \Omega; \quad \partial_n \phi = 0, \quad x \in \partial \Omega. \tag{2.4}
\]
Since $u^\infty$ decays exponentially away from $x_0$, the spectrum of (2.1) should be exponentially close to that of (2.4). In particular, we show formally that the two zero eigenvalues in (2.2b) associated with translation invariance of the infinite-domain problem become asymptotically exponentially small as $\varepsilon \to 0$. These eigenvalues are referred to as the critical spectrum.

We begin by writing (2.4) in terms of normal-tangential coordinates $(\sigma, s)$, where $\sigma > 0$ is the normal distance from $\partial \Omega$ to $x \in \Omega$, and $s$ is arclength along $\partial \Omega$. Let $x(s) = (x_1(s), x_2(s))$ smoothly parameterize $\partial \Omega$ in the positive direction. Then $e_i = x'(s) = (x'_1(s), x'_2(s))$ is a unit vector tangent to $\partial \Omega$ in the positive direction, and $e_\sigma = (-x'_2(s), x'_1(s))$ is a unit vector normal to $\partial \Omega$ pointing into $\Omega$. The curvature $\kappa(s) \geq 0$ of $\partial \Omega$ is
\[
\kappa(s) = x'_1(s)x''_2(s) - x'_2(s)x''_1(s) = e_\sigma \cdot e'_\sigma = -e'_\sigma \cdot e_\sigma, \tag{2.5}
\]
so that $\partial_\sigma e_\sigma = -\kappa e_s$ and $\partial_s e_\sigma = \kappa e_s$. We then define $d(s), D(s)$, and $\chi(s)$ by
\[
d = x_0 - x(s), \quad D = |d|^2, \quad \chi = \frac{1}{2} (d(s) \cdot e_\sigma). \tag{2.6}
\]
This normal-tangential coordinate system is shown in Fig. 1. In terms of $(\sigma, s)$ we readily calculate that
\[
\cos \beta = \frac{d \cdot e_\sigma}{|d|}, \tag{2.7}
\]
\[
|y - x_0|^2 = |d|^2 + \sigma^2 - 2\sigma |d| \cos \beta = |d|^2 + \sigma^2 - 2\sigma (d \cdot e_\sigma) = D + \sigma^2 - 4\chi \sigma.
\]
Therefore, in terms of the coordinates $(\sigma, s)$, the spike-profile outer solution (1.10) becomes
\[
u^\infty = \exp \left(1 - \frac{1}{4\varepsilon^2} (D + \sigma^2 - 4\chi \sigma)\right). \tag{2.8}
\]
In addition, in terms of $(\sigma, s)$ the Laplacian in (2.4) can be written as
\[
\Delta \phi = \phi_{\sigma \sigma} - \frac{\kappa}{1 - \kappa \sigma} \phi_\sigma + \frac{1}{1 - \kappa \sigma} \frac{\partial}{\partial s} \left( \frac{1}{1 - \kappa \sigma} \phi_s \right). \tag{2.9}
\]
We now construct the two near-translation eigenfunctions of (2.4). Let $\phi^\infty$ denote one of the two translation eigenfunctions for the infinite-domain problem (2.1) normalized as
\[
\phi^\infty = \varepsilon^2 \partial_\sigma u^\infty, \quad i = 1, 2. \tag{2.10}
\]
Here \( \partial_i \) denotes the partial derivative with respect to the \( i \)th coordinate \( x_i \) of \( x \). The factor \( \varepsilon^2 \) in (2.10) is chosen so that \( \phi^\infty = O(1) \) for \( |x - x_0| = O(\varepsilon) \). Since \( \phi^\infty \) does not satisfy the no-flux boundary condition on \( \partial \Omega \), we construct the two critical eigenfunctions in the additive boundary-layer form

\[
\phi = \phi^\infty + \phi_B. \tag{2.11}
\]

The correction \( \phi_B \), which allows the no-flux condition on \( \partial \Omega \) to be satisfied, is localized near \( \partial \Omega \) and is to decay away from the boundary layer. Such an additive boundary-layer construction is typical in wave scattering problems (cf. [9]). Substituting (2.11) into (2.4), assuming that \( \lambda \) is exponentially small, and using (2.8) for \( u^\infty \), we get

\[
\varepsilon^2 \Delta \phi_B + \left( 2 - \frac{D}{4\varepsilon^2} + \frac{\chi \sigma}{\varepsilon^2} - \frac{\sigma^2}{4\varepsilon^2} \right) \phi_B = 0, \quad x \in \Omega; \quad \partial_{\sigma} \phi_B = -\partial_{\sigma} \phi^\infty, \quad x \in \partial \Omega. \tag{2.12}
\]

The problem (2.12) suggests the boundary-layer thickness \( O(\varepsilon^2) \) near \( \partial \Omega \). Therefore, we introduce the local normal distance \( \eta \) by \( \eta = \sigma/\varepsilon^2 \). By differentiating (1.10), and writing the result in terms of the local boundary-layer coordinates \((\eta, s)\), we obtain

\[
\phi^\infty = \varepsilon^2 \partial_i u^\infty = \frac{1}{2}(x_0_i - x_i) \exp \left( 1 - \frac{|x - x_0|^2}{4\varepsilon^2} \right)
\sim \frac{1}{2} e_i \cdot \left( \frac{d}{\varepsilon^2} \left[ e_{\sigma} \eta + \frac{d \eta^2}{4} \right] \right) \exp \left( 1 - \frac{D}{4\varepsilon^2} + \eta \chi \right). \tag{2.13}
\]

Here \( e_i \) is the unit vector in the direction of the \( i \)th coordinate, while \( d, e_\sigma, D, \) and \( \chi \), are as defined in (2.6) and Fig. 3. By differentiating (2.13), and evaluating the result on \( \partial \Omega \) where \( \sigma = 0 \), we obtain

\[
\partial_{\sigma} \phi^\infty |_{\sigma=0} = e_\sigma \cdot \nabla \phi^\infty |_{\sigma=0} = e_\sigma \cdot \left( \frac{d}{4\varepsilon^2} d - \frac{e_i}{2} \right) \exp \left( 1 - \frac{D}{4\varepsilon^2} \right)
= \frac{1}{2\varepsilon^2} \left( d \chi - \varepsilon^2 e_i \cdot e_\sigma \right) \exp \left( 1 - \frac{D}{4\varepsilon^2} \right). \tag{2.14}
\]
Since $\partial_\sigma \phi_B = -\partial_\sigma \phi^\infty$ for $x \in \partial \Omega$, (2.14) gives the following boundary condition for $\phi_B$:

$$\partial_\sigma \phi_B|_{\sigma=0} = -\frac{1}{2\epsilon^2}(d_i \chi - \epsilon^2 e_i \cdot e_\sigma) \exp\left(1 - \frac{D}{4\epsilon^2}\right). \quad (2.15)$$

Next, we seek a boundary-layer solution to (2.12) with boundary condition (2.15) in the form

$$\phi_B = \exp(1 - \frac{D}{4\epsilon^2})\Phi_B, \quad \Phi_B = \Phi_{B0} + \epsilon^2 \Phi_{B1} + \cdots, \quad \eta = \sigma/\epsilon^2. \quad (2.16)$$

where $D(s) = |x(s) - x_0|^2$ and $x(s) \in \partial \Omega$. We then substitute (2.16) into (2.12) and (2.15) after first expressing the Laplacian in (2.12) in terms of normal-tangential coordinates as in (2.9). Upon collecting the lowest powers of $\epsilon$, we find that $\Phi_{B0}$ satisfies

$$\begin{align*}
(\Phi_{B0})_{\sigma\eta} - \frac{1}{16}[4D - (D')^2]\Phi_{B0} &= 0, \quad 0 \leq \eta < \infty; \\
(\Phi_{B0})_{\sigma\eta}|_{\sigma=0} &= -d_i \chi/2, \quad \Phi_{B0}|_{\eta \to \infty} \to 0.
\end{align*} \quad (2.17)$$

The coefficient of $\Phi_{B0}$ in (2.17) can be simplified by noting that $D' = (|d|^2)' = 2d \cdot d' = -2d \cdot e_i$. In addition, since $|e_i| = |e_\sigma| = 1$, we obtain $D = |d|^2 = (d \cdot e_i)^2 + (d \cdot e_\sigma)^2$. This yields

$$\frac{D}{4} - \frac{(D')^2}{16} = \frac{1}{4}(d \cdot e_\sigma)^2 = \chi^2. \quad (2.18)$$

Therefore, the solution to (2.17) is

$$\Phi_{B0} = \frac{d_i}{2} e^{-\chi \eta}. \quad (2.19)$$

For a convex domain, $\chi = d \cdot e_\sigma/2 > 0$, and so $\Phi_{B0}$ decays exponentially away from the boundary layer as $\eta \to \infty$.

Finally, by substituting (2.19), (2.16), and (2.13) into (2.11), and evaluating the resulting expression on $\partial \Omega$, we obtain the following boundary behavior for the critical eigenfunctions of (4.4):

$$\phi|_{\eta=0} \sim \phi^\infty|_{\eta=0} + \exp\left(1 - \frac{D}{4\epsilon^2}\right)\Phi_{B0}|_{\eta=0} \sim d_i \exp\left(1 - \frac{D}{4\epsilon^2}\right). \quad (2.20)$$

Next, we use (2.20) to give an estimate of the two exponentially small eigenvalues for (2.4) corresponding to the near-translation eigenfunctions. By using Green’s identity on (2.4) we get

$$\int_{\partial \Omega} [\partial_\eta u^\infty \mathcal{L}_0 \phi - \phi \mathcal{L}_0 (\partial_\eta u^\infty)] \, dx = \int_{\partial \Omega} \epsilon^2 [\partial_\eta u^\infty \partial_\eta \phi - \phi \partial_\eta (\partial_\eta u^\infty)] \, ds. \quad (2.21)$$

Then, since $\mathcal{L}_0 (\partial_\eta u^\infty) = 0$, $\mathcal{L}_0 \phi = \lambda \phi$, and $\partial_\eta \phi = 0$ on $\partial \Omega$, (2.21) becomes

$$\lambda \int_{\partial \Omega} \phi \partial_\eta u^\infty \, dx = -\epsilon^2 \int_{\partial \Omega} \phi \partial_\eta [\partial_\eta u^\infty] \, ds. \quad (2.22)$$

In (2.22), $\partial_\eta$ denotes the outward normal derivative. The dominant contribution to the integral multiplying $\lambda$ occurs from the region near the spike where $\phi \sim \epsilon^2 \partial_\eta u^\infty$ from (2.10). Therefore, (2.22) becomes

$$\lambda \mathcal{J} \sim -\mathcal{I}; \quad \mathcal{J} \equiv \epsilon^2 \int_{\partial \Omega} (\partial_\eta u^\infty)^2 \, dx, \quad \mathcal{I} \equiv \epsilon^2 \int_{\partial \Omega} \phi \partial_\eta [\partial_\eta u^\infty] \, ds. \quad (2.23)$$
We will estimate $J$ and $I$ precisely as $\varepsilon \to 0$. To calculate $J$ in (2.23), we use (1.10) for $u^\infty$ to obtain

$$J \sim \frac{\varepsilon^2}{4\pi^2} \int_{\Omega} (x_i - x_i(0))^2 e^{-|x - x_0|^2/(2\varepsilon^2)} \, dx \sim \frac{\pi e^2 \varepsilon^2}{4} \int_0^\infty \rho^3 e^{-\rho^2/2} \, d\rho = \frac{\pi e^2 \varepsilon^2}{2}. \tag{2.24}$$

Next, we calculate $I$. To do so, we evaluate $\partial_t u^\infty$ as in (2.13) and calculate its outward normal derivative as

$$\partial_n [\partial_t u^\infty]_{\eta = 0} = -\varepsilon^{-2} \partial_n [\partial_t u^\infty]_{\eta = 0} \sim -\frac{\chi}{2\varepsilon^4} \exp\left(1 - \frac{D}{4\varepsilon^2}\right). \tag{2.25}$$

Upon substituting (2.25) and (2.20) into (2.23), we obtain $I$. Then, substituting the resulting expression and (2.24) into the expression for $\lambda$ in (2.23), we obtain the following result for the critical spectrum:

**Principal Result 2.1** For $\varepsilon \to 0$, the two exponentially small eigenvalues of the finite-domain eigenvalue problem (2.4) corresponding to the near-translation eigenfunctions have the asymptotic estimate

$$\lambda \sim \frac{1}{\pi \varepsilon^2} \int_{\partial \Omega} \frac{d_i}{\varepsilon^4} \exp\left(\frac{-|d_0|^2}{2\varepsilon^2}\right) \, ds. \tag{2.26}$$

Here $2\chi = \mathbf{d} \cdot \mathbf{e}_\sigma$, $D = |x(s) - x_0|^2$, and $d_i = x_0i - x_i(s)$.

Next, we use Laplace’s method (cf. [24]) to asymptotically evaluate the integral in (2.26) for $\varepsilon \ll 1$. For $\varepsilon \to 0$, the dominant contribution to this integral arises from the point $s_0$ on $\partial \Omega$ closest to the spike location $x_0$. Assume that there is only one such point where $D(s)$ takes its global minimum for $s \in \partial \Omega$. At $s = s_0$ we get $\chi^2 = D/4$ from (2.18) and $D'(s_0) = 2(1 - |d_0|\kappa)$. Therefore, Laplace’s method applied to (2.26) gives the following leading-order asymptotic estimate for the two exponentially small eigenvalues of (2.4):

$$\lambda \sim \frac{\varepsilon^{-3}}{\sqrt{\pi \varepsilon^2}} \frac{d_i^2 |d_0|}{\sqrt{1 - \kappa_0 |d_0|^2}} \exp\left(\frac{|d_0|^2}{2\varepsilon^2}\right). \tag{2.27}$$

Here $|d_0| \equiv |x_0 - x(s_0)|$, $d_i$ is the $i$th coordinate of $\mathbf{d}$ at $s = s_0$, and $\kappa_0 \equiv \kappa(s_0)$ is the curvature of $\partial \Omega$ at $s = s_0$.

Finally, we derive an estimate for the principal eigenvalue of (2.4). This eigenvalue is exponentially close to one, and the outer approximation for its corresponding eigenfunction, valid away from $\partial \Omega$, is $\phi \sim u^\infty$. To derive an estimate for $\lambda - 1$ we use Green’s identity on (2.4) to get

$$\int_{\Omega} [u^\infty \mathcal{L}_0 \phi - \phi \mathcal{L}_0 u^\infty] \, dx = \int_{\partial \Omega} \varepsilon^2 [u^\infty \partial_n \phi - \phi \partial_n u^\infty] \, ds. \tag{2.28}$$

From (1.9) we note that $\mathcal{L}_0 u^\infty = u^\infty$. In addition, since $\partial_n \phi = 0$ on $\partial \Omega$, (2.28) reduces to

$$(\lambda - 1) \int_{\Omega} u^\infty \phi \, dx = -\varepsilon^2 \int_{\partial \Omega} \phi \partial_n u^\infty \, ds. \tag{2.29}$$

The dominant contribution to the integral multiplying $\lambda - 1$ occurs from the region near the spike where $\phi \sim u^\infty$. Therefore, from (1.10) we estimate

$$\int_{\Omega} u^\infty \phi \, dx \sim \int_{\Omega} (u^\infty)^2 \, dx \sim 2\pi \varepsilon^2 \int_0^\infty \rho e^{-\rho^2/(2\varepsilon^2)} \, d\rho = 2\pi \varepsilon^2 e^2. \tag{2.30}$$
In addition, by differentiating \((2.8)\) with respect to \(\sigma\), we readily calculate that
\[
\partial_n u^\infty|_{\partial\Omega} = -\partial_\sigma u^\infty|_{\sigma=0} = -\frac{\chi}{\varepsilon^2} \exp \left(1 - \frac{D}{4\varepsilon^2}\right) .
\] (2.31)

To complete the evaluation of the right-hand side of \((2.29)\) we must calculate \(\phi\) on \(\partial\Omega\) by using boundary-layer theory. We begin by writing \((2.4)\) in the form
\[
\varepsilon^2 \Delta \phi + \left(\log u^\infty\right) \phi = (\lambda - 1) \phi, \quad x \in \Omega; \quad \partial_n \phi = 0, \quad x \in \partial\Omega.
\] (2.32)

We look for a boundary-layer solution in the form \(\phi = u^\infty + \phi_B\), where \(\phi_B\) decays to zero away from \(\partial\Omega\). Assuming that \(\lambda - 1\) is exponentially small, and by using \((2.8)\) for \(u^\infty\), we find that \(\phi_B\) satisfies
\[
\varepsilon^2 \Delta \phi_B + \left(1 - \frac{D}{4\varepsilon^2} + \frac{\chi \sigma}{\varepsilon^2} - \frac{\sigma^2}{4\varepsilon^2}\right) \phi_B = 0, \quad x \in \Omega; \quad \partial_\sigma \phi_B|_{\sigma=0} = -\frac{\chi}{\varepsilon^2} \exp \left(1 - \frac{D}{4\varepsilon^2}\right) .
\] (2.33)

Next, we look for a solution to \((2.33)\) in the form \((2.16)\). We then substitute \((2.16)\) into \((2.33)\) and introduce the local normal-tangential coordinates \((\eta, s)\), where \(\eta = \sigma/\varepsilon^2\). To leading order we find that \(\Phi_B^0\) in \((2.16)\) satisfies
\[
(\Phi_B^0)_{\eta\eta} - \frac{\chi}{\varepsilon^2} \Phi_B^0 = 0, \quad 0 \leq \eta < \infty; \quad (\Phi_B^0)_{\eta}|_{\eta=0} = -\chi.
\] (2.34)

The solution to \((2.34)\) is \(\Phi_B^0 = e^{-\chi \eta}\). Then, by using \(\phi = u^\infty + \phi_B\) and \((2.8)\), we obtain the boundary estimate
\[
\phi|_{\sigma=0} \sim 2 \exp \left(1 - \frac{D}{4\varepsilon^2}\right) .
\] (2.35)

To obtain the estimate for \(\lambda - 1\) we substitute \((2.30)\), \((2.31)\), and \((2.35)\) into \((2.29)\). This leads to the following result, which is required in the metastability analysis of §4:

**Principal Result 2.2.** For \(\varepsilon \to 0\), the principal eigenvalue of the finite-domain eigenvalue problem \((2.4)\), corresponding to the eigenfunction with outer approximation \(\phi \sim u^\infty\), has the asymptotic estimate
\[
\lambda - 1 \sim \frac{1}{\pi \varepsilon^2} \int_{\partial\Omega} \chi e^{-D/(2\varepsilon^2)} \, ds.
\] (2.36)

Here \(2\chi = d \cdot e_\sigma\) and \(D(s) = |x(s) - x_0|^2\). Assuming that there is a unique point \(s = s_0\) on \(\partial\Omega\) where \(D(s)\) is minimized, and defining \(d_0 \equiv |x_0 - x(s_0)|\) and \(\kappa_0 \equiv \kappa(s_0)\), Laplace’s method applied to \((2.36)\) yields the leading-order estimate
\[
\lambda - 1 \sim \frac{1}{\sqrt{2\pi}} \frac{d_0 \varepsilon^{-1}}{\sqrt{1 - \kappa_0 d_0}} e^{-d_0^2/(2\varepsilon^2)} .
\] (2.37)

3. The eigenvalue analysis: higher order theory

In this section we use the method of matched asymptotic expansions to construct a quasi-equilibrium spike-type solution \(u_\varepsilon\) to the finite-domain problem
\[
\varepsilon^2 \Delta u + u \log u = 0, \quad x \in \Omega; \quad \partial_n u = 0, \quad x \in \partial\Omega.
\] (3.1)
The resulting boundary-layer solution $u_\varepsilon$ is

$$L_\varepsilon \phi \equiv \varepsilon^2 \Delta \phi + (1 + \log u_\varepsilon) \phi = \lambda \phi, \quad x \in \Omega; \quad \partial_\Omega \phi = 0, \quad x \in \partial \Omega.$$  \hspace{1cm} (3.2)

We will derive precise asymptotic estimates for the two critical eigenfunctions and eigenvalues of (3.2) associated with the near-translation invariance.

We first construct $u_\varepsilon$ using boundary-layer theory. The outer solution for (3.1), valid away from $\partial \Omega$, is the spike profile $u^\infty$ of (1.10), where $x_0 \in \Omega$ and $\text{dist}(x_0, \partial \Omega) = O(1)$ as $\varepsilon \to 0$. Since $u^\infty$ fails to satisfy the boundary condition in (3.1) by exponentially small terms as $\varepsilon \to 0$, we must insert a boundary-layer near $\partial \Omega$ of exponentially small amplitude. In terms of the local normal-tangential coordinates $(\eta, s)$, where $\eta = \sigma/\varepsilon^2$, we seek a boundary-layer solution $u(\eta, s)$ of (3.1), valid near $\partial \Omega$, which behaves like (2.8) away from the layer. With this boundary-layer scaling and (2.9), (3.1) becomes

$$\varepsilon^2 \left[ \varepsilon^{-4} u_{\eta\eta} - \varepsilon^{-2} \frac{\kappa}{1 - \kappa \varepsilon^2 \eta} u_\eta + \frac{1}{1 - \kappa \varepsilon^2 \eta} \frac{\partial}{\partial s} \left( \frac{1}{1 - \kappa \varepsilon^2 \eta} u_s \right) \right] + u \log u = 0.$$  \hspace{1cm} (3.3)

Then, introducing $w(\eta, s)$ by the WKB-type transformation $u(\eta, s) = \exp(w(\eta, s))$, we find that $w$ satisfies

$$\varepsilon^{-2} (w_{\eta\eta} + w_\eta^2) - \frac{\kappa}{1 - \kappa \varepsilon^2 \eta} w_\eta + \frac{\varepsilon^2}{(1 - \kappa \varepsilon^2 \eta)^2} (w_{ss} + w_s^2) + \frac{\varepsilon^4 \kappa' \eta w_\eta}{(1 - \kappa \varepsilon^2 \eta)^3} + w = 0.$$  \hspace{1cm} (3.3)

From the matching condition (2.8) we require that the solution $w$ to (3.3) has the far-field behavior

$$w(\eta, s)|_{\eta \to \infty} \to -\frac{D}{4\varepsilon^2} + 1 + \eta \chi - \frac{\varepsilon^2 \eta^2}{4}.$$  \hspace{1cm} (3.4)

This limiting behavior suggests that we seek a solution to (3.3) in the form

$$w_B(\eta, s) = -\frac{D}{4\varepsilon^2} + w_0(\eta, s) + \varepsilon^2 w_1(\eta, s) + \cdots.$$  \hspace{1cm} (3.5)

Notice that by combining (1.4) and $u = \exp w$ it follows that $w_B$ is directly proportional to the flame-front interface $S$. Hence, the expansion (3.5) is essentially an expansion of the interface $S$. By substituting (3.5) into (3.3), and collecting terms of order $O(\varepsilon^{-2})$, we find that $w_0(\eta, s)$ satisfies

$$w_{0,\eta\eta} + w_0^2 = \chi^2, \quad 0 \leq \eta < \infty; \quad w_{0,\eta}|_{\eta=0} = 0, \quad w_{0,\eta}|_{\eta \to \infty} \sim 1 + \eta \chi.$$  \hspace{1cm} (3.6)

Similarly, from the $O(1)$ terms, we obtain the following problem for $w_1(\eta, s)$:

$$w_{1,\eta\eta} + 2w_{0,\eta} w_1 + \kappa w_0 w_1 - w_0 + \frac{1}{4} D'' + \frac{1}{2} D' w_{0}\varepsilon - \frac{1}{8} \kappa \eta (D')^2, \quad 0 \leq \eta < \infty,$$  \hspace{1cm} (3.7a)

$$w_{1,\eta}|_{\eta=0} = 0, \quad w_{1,\eta}|_{\eta \to \infty} \sim -\frac{\eta^2}{4} + o(1).$$  \hspace{1cm} (3.7b)

The resulting boundary-layer solution $u_B$ of (3.1) is then given by

$$u_B(\eta, s) = e^{w_B(\eta, s)} = \exp \left( -\frac{D}{4\varepsilon^2} + w_0(\eta, s) + \varepsilon^2 w_1(\eta, s) + \cdots \right).$$  \hspace{1cm} (3.8)
The problem \( \text{(3.6)} \) is equivalent to equation (2.9) of \([14]\) for the one-dimensional case. The solution is
\[
 w_0(\eta, s) = \log[2e^1 \cosh(\eta X)] = 1 + \eta X + w_{0p}, \tag{3.9a}
\]
where \( w_{0p}(\eta, s) \) is defined by
\[
 w_{0p} = \log[1 + e^{-2\eta \eta}] \sim e^{-2\eta \eta} \to 0 \quad \text{as} \quad \eta \to \infty. \tag{3.9b}
\]

For a convex domain \( \chi = d \cdot e_p / 2 > 0 \), and hence \( w_{0p} = O(e^{-2\eta \eta}) \) decays exponentially as \( \eta \to \infty \).

Next we solve \( \text{(3.7)} \) for \( w_1 \) in the form \( w_1(\eta, s) = -\eta^2 / 4 + u_1p(\eta, s) \). From (3.9a), we find that \( w_{1p} \) satisfies
\[
 Lw_{1p} = w_{1p \eta \eta} + 2w_{0p}w_{1p \eta} = (\kappa + \eta)w_{0p} - w_{0p} + \frac{1}{2} + \frac{1}{4} D'' + \frac{1}{2} D'w_{0p} - \frac{1}{8} \eta \kappa (D')^2. \tag{3.10}
\]

We then substitute (3.9a) into (3.10) to get
\[
 Lw_{1p} = (\kappa + \eta)w_{0p} - w_{0p} + \frac{1}{2} D'w_{0p} + \left[ -\frac{1}{2} + \kappa \chi + \frac{1}{4} D'' \right] + \eta \left[ \frac{1}{2} D' \chi - \frac{1}{8} \kappa (D')^2 \right]. \tag{3.11}
\]

On the right-hand side of (3.11), the primes indicate differentiation with respect to \( s \).

Since \( w_1 = -\eta^2 / 4 + u_{1p} \), a sufficient condition for the far-field behavior \( w_1 \sim -\eta^2 / 4 + o(1) \) as \( \eta \to \infty \) is that \( w_{1p} \) decays exponentially as \( \eta \to \infty \). Since \( w_{0p} \sim \chi \) as \( \eta \to \infty \) it follows from (3.7) that this exponential decay condition holds provided that the right-hand side of (3.11) vanishes as \( \eta \to \infty \). To show this, we first use (3.9a) to conclude that the terms on the right-hand side of (3.11) that involve \( w_{0p} \) decay exponentially as \( \eta \to \infty \). Next, we use (2.6) to calculate \( D' = -2e_s \cdot d \) and \( D'' = 2 - 2\kappa e_s \cdot d \). With \( 2\chi = d \cdot e_p \), we get
\[
 -\frac{1}{2} + \kappa \chi + \frac{1}{4} D'' = -\frac{1}{2} + \kappa \chi + \frac{1}{4} (2 - 4\kappa \chi) = 0. \tag{3.12}
\]

By using the definition of the curvature \( \kappa \) in (2.5), the last bracket on the right-hand side of (3.11) also vanishes:
\[
 \frac{1}{2} D' \chi - \frac{1}{8} \kappa (D')^2 = \frac{1}{2} \eta \left[ \eta (d \cdot e_s)(d \cdot e_s) - \kappa (d \cdot e_s)^2 \right] = \frac{1}{2} \eta (d \cdot e_s)(d \cdot (-e_s - \kappa e_s)) = 0. \tag{3.13}
\]

From (3.12), (3.13), and the decay of \( w_{0p} \) as \( \eta \to \infty \), we conclude that the right-hand side of (3.11) decays as \( \eta \to \infty \). Therefore, \( w_{1p} \) has exponential decay as \( \eta \to \infty \).

For the eigenvalue estimate of §3.1, we require an explicit formula for \( \gamma \) defined by
\[
 \gamma \equiv w_{1p}(\eta, s)\big|_{\eta=0} = \left( w_1(\eta, s) + \frac{\eta^2}{4} \right)\big|_{\eta=0} = w_1(\eta, s)\big|_{\eta=0}. \tag{3.14}
\]

By substituting (3.12) and (3.13) into (3.11) we find that \( w_{1p} \) satisfies
\[
 Lw_{1p} = (\kappa + \eta)w_{0p \eta} - w_{0p} + \frac{1}{2} D'w_{0p \eta}, \quad 0 \leq \eta < \infty, \quad w_{1p \eta}\big|_{\eta=0} = 0, \quad w_{1p} \text{ and } w_{1p p} \to 0 \quad \text{as} \quad \eta \to \infty. \tag{3.15}
\]
To determine \( \gamma \) it is convenient to introduce the adjoint problem for \( h(\eta, s) \) defined by

\[
L^\dagger h = h_{\eta\eta} - (2w_0\eta h)\eta = 0, \quad 0 \leq \eta < \infty; \quad h \to 1 \text{ and } h_\eta \to 0 \text{ as } \eta \to \infty.
\] (3.16)

By using (3.9a) for \( w_0 \), the solution to (3.16) is readily calculated as

\( h = 1 + e^{-2\chi \eta} \).

Next, we use Lagrange’s identity between \( L \) and \( L^\dagger \) to obtain

\[
\int_0^\infty hLw_{1\eta} \, d\eta = (hw_{1\eta} - h_\eta w_{1\eta})\Big|_0^\infty + 2w_0h w_{1\eta}\Big|_0^\infty.
\] (3.17)

Then, by using \( w_0|_{\eta=0} = w_{1\eta}|_{\eta=0} = 0, h_\eta|_{\eta=0} = -2\chi \), together with the decay of \( w_{1\eta} \) and \( w_{1\eta\eta} \) as \( \eta \to \infty \), (3.17) and (3.15) determine \( \gamma \) as

\[
\gamma = w_{1\eta}|_{\eta=0} = -\frac{1}{2\chi} \int_0^\infty hLw_{1\eta} \, d\eta
= -\frac{1}{2\chi} \int_0^\infty (1 + e^{-2\chi \eta}) \left[ \kappa + \eta \right] w_{0\eta} \, d\eta + \frac{1}{2} D' w_{0\eta} \Big|_0^\infty.
\] (3.18)

From (3.9b), (3.18) becomes

\[
\gamma = \frac{1}{2\chi} \int_0^\infty (1 + e^{-2\chi \eta}) \left[ \frac{-2\chi (\kappa + \eta)}{1 + e^{-2\chi \eta}} e^{-2\chi \eta} - \log(1 + e^{-2\chi \eta}) - \frac{\chi'D'\eta}{1 + e^{-2\chi \eta}} e^{-2\chi \eta} \right] \, d\eta
= \frac{1}{2\chi} \int_0^\infty \left[ 2(\kappa + \eta) \chi e^{-2\chi \eta} + (1 + e^{-2\chi \eta}) \log(1 + e^{-2\chi \eta}) + \eta \kappa (\mathbf{d} \cdot \mathbf{e}_x)^2 e^{-2\chi \eta} \right] \, d\eta.
\]

In obtaining the last line above we used the relation \( D' \chi' = \kappa (\mathbf{d} \cdot \mathbf{e}_x)^2 \) found in (3.13). Finally, we split the integral above into three separate terms as

\[
2\chi \gamma = \int_0^\infty (1 + e^{-2\chi \eta}) \log(1 + e^{-2\chi \eta}) \, d\eta + \int_0^\infty \eta \int_0^\infty [2\chi + \kappa (\mathbf{d} \cdot \mathbf{e}_x)^2] e^{-2\chi \eta} \, d\eta
+ \int_0^\infty 2\kappa \chi \eta e^{-2\chi \eta} \, d\eta.
\] (3.19)

Each of the integrals above is readily evaluated. In this way, we obtain the explicit result

\[
\gamma = w_{1\eta}|_{\eta=0} = w_{1\eta}|_{\eta=0} = \frac{\kappa}{2\chi} + \frac{1}{(2\chi)^2} \left( \frac{\pi^2}{12} + 2 \log 2 + \frac{\kappa (\mathbf{e}_x \cdot \mathbf{d})^2}{2\chi} \right).
\] (3.20)

This result is then used in (3.8) to calculate \( u_B \) on \( \partial\Omega \). By using \( w_{0\eta}|_{\eta=0} = 1 + \log 2 \) and (3.20) we conclude that

\[
u_B|_{\partial\Omega} = e^{u_B}|_{\eta=0} \sim 2 \exp \left( -\frac{D}{4\epsilon^2} + 1 \right) (1 + \epsilon^2 \gamma + \cdots).
\] (3.21)

In summary, for \( \mathbf{x} \in \Omega \), the quasi-equilibrium solution, denoted by \( u_c(\mathbf{x}; \mathbf{x}_0) \), has the form

\[
u_c(\mathbf{x}; \mathbf{x}_0) = \begin{cases} u_c(\mathbf{x}; \mathbf{x}_0) & = \exp \left( 1 - \frac{\| \mathbf{x} - \mathbf{x}_0 \|^2}{4\epsilon^2} \right), \quad \text{dist}(\mathbf{x}, \partial\Omega) \gg O(\epsilon^2), \\
u_c & = \exp \left( -\frac{D}{4\epsilon^2} + u_0 + \epsilon^2 u_1 \right), \quad \text{dist}(\mathbf{x}, \partial\Omega) = O(\epsilon^2). \end{cases}
\] (3.22)
By adding the outer and boundary-layer solutions, and then subtracting their common parts, one can, in the usual way, obtain a uniformly valid representation for the quasi-equilibrium solution.

Consider the special case where $\Omega$ is the unit disk. Let $x_0 = r_0 (\cos \theta_0, \sin \theta_0)$ denote the spike location in $\Omega$ with $0 \leq r_0 < 1$. In terms of polar coordinates, $\partial \Omega$ is parameterized as $x(\theta) = (\cos \theta, \sin \theta)$. We calculate

$$
e_\epsilon \cdot d = (- \sin \theta, \cos \theta) \cdot (r_0 \cos \theta_0 - \cos \theta, r_0 \sin \theta_0 - \sin \theta) = - r_0 \sin (\theta - \theta_0), \quad (3.23a)$$

$$e_\sigma \cdot d = -(\cos \theta, \sin \theta) \cdot (r_0 \cos \theta_0 - \cos \theta, r_0 \sin \theta_0 - \sin \theta) = 1 - r_0 \cos (\theta - \theta_0). \quad (3.23b)$$

Therefore, with $\kappa = 1$ and $(3.23)$, the expression for $\gamma = u_1|_{\eta=0}$ in the boundary estimate $(3.21)$ for $u_B$ becomes

$$\gamma = \frac{1}{2\chi} + \frac{1}{(2\chi)^2} \left( \frac{\pi^2}{12} + 2 \log 2 + \frac{r_0^2 \sin^2 (\theta - \theta_0)}{2\chi} \right), \quad 2\chi = 1 - r_0 \cos (\theta - \theta_0). \quad (3.24)$$

### 3.1 The critical eigenfunctions and eigenvalues

We now derive precise asymptotic estimates for the two critical eigenfunctions and eigenvalues of $(3.2)$. To derive the eigenvalue estimates we must first determine asymptotic formulae for the critical eigenfunctions on the boundary of the domain. As in $(2.10)$ of §2 we denote by $\phi^\infty$ one of the two translation eigenfunctions for the infinite-domain problem. We look for an eigenfunction of $(3.2)$ in the additive boundary-layer form of $(2.11)$. By substituting $(2.11)$ into $(3.2)$ and assuming that $\lambda$ is exponentially small, we obtain

$$\epsilon^2 \Delta \phi_B + (1 + \log u_e) \phi_B = \left[ \epsilon^2 \Delta \phi^\infty + (1 + \log u^\infty) \phi^\infty \right] \phi^\infty (\log u^\infty - \log u_e)$$

$$\equiv \phi^\infty (\log u^\infty - \log u_e). \quad (3.25)$$

In $(3.25)$ we noted that the first term in the middle expression of $(3.25)$ vanishes identically. Within an $O(\epsilon^2)$ neighborhood of $\partial \Omega$ we replace $u_e$ by the boundary-layer function $u_B$ of $(3.8)$ to find that $\phi_B$ satisfies

$$\epsilon^2 \Delta \phi_B + (1 + \log u_B) \phi_B = \phi^\infty (\log u^\infty - \log u_B) \equiv R, \quad x \in \Omega;$$

$$\partial_\eta \phi_B = -\epsilon^2 \partial_\eta \phi^\infty, \quad x \in \partial \Omega. \quad (3.26)$$

The boundary data in $(3.26)$ was calculated in $(2.14)$ and $u_B$ was given in $(3.8)$. In this way, we obtain

$$\epsilon^2 \Delta \phi_B + \left( 1 - \frac{D}{4\epsilon^2} + w_0 + \epsilon^2 w_1 \right) \phi_B = R \equiv -\phi^\infty (w_{0p} + \epsilon^2 w_{1p} + \cdots), \quad (3.27a)$$

$$\partial_\eta \phi_B = -\frac{1}{2} (d_1 \chi - \epsilon^2 e_t \cdot e_\perp) \exp \left( 1 - \frac{D}{4\epsilon^2} \right) \text{ on } \eta = 0. \quad (3.27b)$$

Here $w_{0p}$ and $w_{1p}$ satisfy $(3.9b)$ and $(3.15)$, respectively.

To show that $\phi_B \to 0$ as $\eta \to \infty$ away from the boundary-layer region, it suffices to show that $R$ decays to zero as $\eta \to \infty$. In the far-field, $(2.13)$ shows that $\phi^\infty = O(\epsilon^{\gamma})$, while from $(3.9b)$ and $(3.15)$ we get $(w_{0p} + \epsilon^2 w_{1p}) = O(\epsilon^\gamma e^{-2\epsilon^{1/2}})$. Therefore, $R = O(\epsilon^\gamma e^{-2\epsilon^{1/2}}) \to 0$ as $\eta \to \infty$. **TWO-DIMENSIONAL METASTABLE FLAME-FRONT**
Next, we seek a solution to (3.27) in the form (2.16). We then substitute (2.16) into (3.27) after first expressing the Laplacian in (3.27a) in terms of normal-tangential coordinates as in (2.9). Upon collecting the lowest powers of \( \varepsilon \), we find that \( \Phi_{B0} \) satisfies
\[
(\Phi_{B0})_{\eta\eta} - \chi^2 \Phi_{B0} = 0, \quad 0 \leq \eta < \infty; \quad (\Phi_{B0})_{\eta|\eta=0} = -d_i \chi/2, \quad \Phi_{B0|\eta\to\infty} \to 0. \tag{3.28}
\]
In terms of \( w_0 \) and \( w_{0p} \) defined in (3.9), we find at next order that \( \Phi_{B1} \), on \( 0 \leq \eta < \infty \), satisfies
\[
\begin{align*}
(\Phi_{B1})_{\eta\eta} - \chi^2 \Phi_{B1} &= \kappa (\Phi_{B0})_{\eta} + \frac{1}{2} D'(\Phi_{B0})_s \\
&\quad + \Phi_{B0} \left( \frac{1}{4} D'' - \frac{1}{8} \chi^2 (D')^2 - 1 - w_0 \right) - \frac{1}{2} d_i e^{\chi \eta} w_{0p},
\end{align*}
\tag{3.29a}
\]
\[
(\Phi_{B1})_{\eta|\eta=0} = \frac{1}{2} e_i \cdot e_\sigma, \quad \Phi_{B1|\eta\to\infty} \to 0. \tag{3.29b}
\]
The solution to (3.28) is simply
\[
\Phi_{B0} = \frac{d_i}{2} e^{-\chi \eta}. \tag{3.30}
\]
We then substitute (3.30) and \( w_0 = 1 + \chi \eta + w_{0p} \) (see (3.9)) into the right-hand side of (3.29a), and we use the following identities to simplify the resulting expressions:
\[
\begin{align*}
D &= \frac{(D')^2}{16} = \chi^2, \quad D' = -2 e_i \cdot d, \quad D'' = 2 - 4 \chi \chi', \quad \chi' = -\frac{\kappa}{2} e_i \cdot d.
\end{align*}
\tag{3.31}
\]
In this way, we find after some algebra that \( \Phi_{B1} \) satisfies
\[
L \Phi_{B1} = C(\eta, s) \equiv -\Phi_{B0} \left[ 2 \chi + \frac{3}{2} \chi \eta + \kappa (d \cdot e_i) d_i' - \frac{1}{2} (1 + e^{2\chi \eta} w_{0p}) \right], \tag{3.32}
\]
with the boundary condition given in (3.29b). In (3.32), we have introduced the self-adjoint operator
\[
L = \partial^2_\eta - \chi^2. \tag{3.33}
\]
Since \( w_{0p} = O(e^{-2\chi \eta}) \) (see (3.9)) and \( \Phi_{B0} = O(e^{-\chi \eta}) \) as \( \eta \to \infty \), it follows that \( C(\eta, s) = O(\eta e^{-\chi \eta}) \) as \( \eta \to \infty \).

Below we require an estimate for \( \Phi_B \) on the boundary. Therefore, from the solution to (3.32), we must calculate \( \beta = \Phi_{B1|\eta=0}. \) To do so, we use a similar procedure as in §2 that avoids having to calculate the entire function \( \Phi_{B1}(\eta, s) \) directly. Let \( h(\eta, s) \) satisfy the adjoint problem
\[
L h = h_{\eta\eta} - \chi^2 h = 0, \quad 0 \leq \eta < \infty; \quad h_{\eta|\eta=0} = 1, \quad h_{\eta|\eta=0} = -\chi. \tag{3.33}
\]
The solution is \( h = e^{-\chi \eta}. \) Then, by using (3.33), (3.32), and (3.29b), together with the Lagrange identity
\[
\int_0^\infty h L \Phi_{B1} \, d\eta - \int_0^\infty \Phi_{B1} L h \, d\eta = \int_0^\infty [h(\Phi_{B1})_\eta - \Phi_{B1} h_\eta] \, d\eta, \tag{3.34}
\]
we can readily determine \( \beta \) in terms of a quadrature as
\[
\beta = -\frac{1}{2\chi} e_i \cdot e_\sigma \chi e^\infty \int_0^\infty e^{-\chi \eta} C(\eta, s) \, d\eta. \tag{3.35}
\]
Next, we substitute (3.32) for $C$ into (3.35) and we decompose the resulting expression into three readily evaluated integrals as in (3.19). In this way, we obtain

$$
\beta = \Phi_{B1}|_{\eta=0} = -\frac{1}{2\chi} \mathbf{e}_i \cdot \mathbf{e}_s + \frac{d_i}{2\chi} \left[ x + \frac{1}{\chi} \left( \pi^2 + \log 2 + \frac{1}{2} + (d \cdot e_s) \frac{d_j}{2d_i} \right) \right].
$$

(3.36)

Finally, by combining (2.13), (2.11), (2.16), (3.30), and (3.36), we obtain the following estimate for the critical eigenfunctions of the finite-domain eigenvalue problem (3.2) on the boundary of the domain:

$$
\phi|_{\eta=0} \sim \exp \left( 1 - \frac{D}{4\varepsilon^2} \right) (d_j + \varepsilon^2 \beta + \cdots).
$$

(3.37)

Here $d_i(s) = x_{0i} - x_i(s)$, $D(s) = |x(s) - x_0|^2$, and $\beta$ is given in (3.36).

Consider the special case where $\Omega$ is the unit disk with a spike at $x_0 = r_0(\cos \theta_0, \sin \theta_0)$ with $0 < r_0 < 1$. Then the polar angle $\theta$ denotes arclength, $D(\theta) = |x(\theta) - x_0|^2 = 1 - 2r_0 \cos(\theta - \theta_0) + r_0^2$, and $2\chi = 1 - r_0 \cos(\theta - \theta_0)$. Since $\kappa = 1$, it follows from (3.23) that $\beta$ in (3.37) and (3.36) can be written as

$$
\beta = -\frac{1}{2\chi} \mathbf{e}_i \cdot \mathbf{e}_s + \frac{d_i}{2\chi} \left[ 1 + \frac{1}{\chi} \left( \pi^2 + \log 2 + \frac{1}{2} - r_0 \sin(\theta - \theta_0) \frac{d_j}{2d_i} \right) + \frac{r_0^2}{4\chi^2} \sin^2(\theta - \theta_0) \right].
$$

(3.38)

Next, we estimate the two exponentially small eigenvalues for (3.2) corresponding to the near-translation eigenfunctions. By using Green’s identity on (3.2) we get

$$
\int_{\partial \Omega} \left[ \partial_\nu \mathcal{L}_x \phi - \mathcal{L}_x (\partial_\nu \phi) \right] \, ds = \int_{\partial \Omega} \varepsilon^2 \partial_i u_x \partial_\nu \phi \, ds.
$$

(3.39)

Then, since $\mathcal{L}_x \phi = \lambda \phi$ and $\partial_\nu \phi = 0$ on $\partial \Omega$, (3.39) becomes

$$
\lambda \int_{\partial \Omega} \phi \, ds = \int_{\partial \Omega} \mathcal{L}_x (\partial_\nu u_x) \, ds - \varepsilon^2 \int_{\partial \Omega} \phi \, ds.
$$

(3.40)

The dominant contribution to the integral multiplying $\lambda$ occurs from the region near the spike where $u_x \sim u_\infty$ and $\phi \sim \varepsilon^2 \partial_\nu u_\infty$ from (1.10) and (2.10), respectively. In addition, since $u_x = u_B$ on $\partial \Omega$, from (3.8), (3.40) becomes

$$
\lambda \mathcal{J} \sim -\mathcal{I} + \mathcal{K},
$$

(3.41a)

where $\mathcal{J}$, $\mathcal{I}$, and $\mathcal{K}$ are defined by

$$
\mathcal{J} \equiv \varepsilon^2 \int_{\partial \Omega} (\partial_\nu u_\infty)^2 \, ds, \quad \mathcal{I} \equiv \varepsilon^2 \int_{\partial \Omega} \phi \, ds, \quad \mathcal{K} \equiv \int_{\partial \Omega} \mathcal{L}_x (\partial_\nu u_x) \, ds.
$$

(3.41b)

The integral $\mathcal{J}$ was estimated in (2.24). We will estimate $\mathcal{I}$ precisely as $\varepsilon \to 0$. In Appendix A we show that $\mathcal{K}$ is asymptotically smaller than $\mathcal{I}$ as $\varepsilon \to 0$, and therefore can be neglected. Hence, (3.41a) reduces to $\lambda \mathcal{J} \sim -\mathcal{I}$.

To calculate $\mathcal{I}$ we first evaluate $\partial_\nu u_B$ as

$$
\partial_\nu u_B = \mathbf{e}_i \cdot \nabla u_B = \mathbf{e}_i \cdot (\mathbf{e}_s \partial_\nu u_B + \mathbf{e}_x \partial_x u_B) = (\mathbf{e}_i \cdot \mathbf{e}_s) \partial_\nu u_B + \varepsilon^{-2} (\mathbf{e}_i \cdot \mathbf{e}_x) \partial_x u_B.
$$

(3.42)

Therefore, since $\mathbf{e}_i \cdot \mathbf{e}_s$ and $\mathbf{e}_i \cdot \mathbf{e}_x$ depend only on $s$, we further calculate on $\partial \Omega$ that

$$
-\partial_\nu (\partial_\nu u_B) = -\partial_\nu (\partial_\nu u_B) = \varepsilon^{-2} (\mathbf{e}_i \cdot \mathbf{e}_x) \partial_{\eta \nu} u_B + \varepsilon^{-4} (\mathbf{e}_i \cdot \mathbf{e}_x) \partial_{\eta \eta} u_B.
$$

(3.43)
In (3.21) we have an estimate for \( \eta = 0 \) and \( u_B = e^{\sigma B} \) from (3.8), (3.43) becomes
\[
\partial_n[\partial\sigma u_B]|_{\eta=0} = -\varepsilon^{-4}(\mathbf{e}_i \cdot \mathbf{e}_r)\partial_{\eta\eta}u_B|_{\eta=0} = -\varepsilon^{-4}(\mathbf{e}_i \cdot \mathbf{e}_r)u_B \partial_{\eta\eta}w_B|_{\eta=0}.
\] (3.44)

In (3.21) we have an estimate for \( u_B \) on \( \eta = 0 \). Hence, we need only estimate \( \partial_{\eta\eta}w_B|_{\eta=0} \). By using (3.5) for \( u_B \), together with (3.9a), \( w_1 = -\eta^2/4 + w_1 + \cdots \), and (3.15), we obtain
\[
\partial_{\eta\eta}w_B|_{\eta=0} = [u_0\eta + \varepsilon^2(w_1 - \eta^2/4)\eta + \cdots]\eta=0 = \chi^2 - \varepsilon^2\left(\frac{1}{2} + \log 2 + \kappa \chi\right) + \cdots.
\] (3.45)

Finally, we substitute (3.36) and (3.20) for \( \beta \) and \( \gamma \), respectively, into (3.47). This gives our final estimate
\[
\mathcal{I} \sim -2e^{-2}\varepsilon^2 \int_{\partial\Omega} e^{-D/(2\varepsilon^2)}(\mathbf{e}_i \cdot \mathbf{e}_r)(d_1 + \varepsilon^2 \beta) \left[ \chi^2 + \varepsilon^2 \left( \gamma \chi^2 - \frac{1}{2} \log 2 - 2 \kappa \chi \right) \right] \mathcal{I} \mathcal{F}_0(s) + \varepsilon^2 \mathcal{F}_1(s) + \cdots \] ds. (3.47)

Finally, we substitute (3.36) and (3.20) for \( \beta \) and \( \gamma \), respectively, into (3.47). This gives our final estimate
\[
\mathcal{I} \sim -2e^{-2}\varepsilon^2 \int_{\partial\Omega} e^{-D/(2\varepsilon^2)}[\mathcal{F}_0(s) + \varepsilon^2 \mathcal{F}_1(s) + \cdots] \mathcal{I} \] ds, (3.48a)
where \( \mathcal{F}_0 \) and \( \mathcal{F}_1 \) are defined by
\[
\mathcal{F}_0(s) \equiv d_1 \chi^2(\mathbf{e}_i \cdot \mathbf{e}_r),
\]
\[
\mathcal{F}_1(s) \equiv \left(-\chi \frac{\mathbf{e}_i \cdot \mathbf{e}_r}{2} + \frac{d_1}{4} \left[\frac{\pi^2}{6} - 1 + \frac{\kappa}{\chi}(\mathbf{e}_r \cdot \mathbf{d})^2 + (\mathbf{e}_r \cdot \mathbf{d}) \frac{d_1}{4} \right]\right)(\mathbf{e}_i \cdot \mathbf{e}_r). \] (3.48b)

Finally, by substituting (3.48) and (2.24) into (3.41a), we obtain the following result:

**Principal Result 3.1** Let \( \mathcal{F}_0 \) and \( \mathcal{F}_1 \) be as defined in (3.48b). Then, for \( \varepsilon \to 0 \), the two exponentially small eigenvalues of (3.2) corresponding to the near-translation eigenfunctions have the asymptotic estimate
\[
\lambda \sim \frac{4\varepsilon^{-4}}{\pi} \int_{\partial\Omega} e^{-D/(2\varepsilon^2)} \mathcal{F}_0(s) \mathcal{I} \mathcal{F}_0(s) + \varepsilon^2 \mathcal{F}_1(s) + \cdots. \] (3.49)

Next, we use Laplace’s method (cf. (2.4)) to asymptotically evaluate the integral in (3.49) for \( \varepsilon \ll 1 \). For \( \varepsilon \to 0 \), the dominant contribution to this integral arises from the point \( s_0 \) on \( \partial\Omega \) closest to the spike location \( \xi_0 \). Assume that there is only one such point where \( D(s) \) takes its global minimum for \( s \in \partial\Omega \). Then, since \( \chi^2 = D/4 \) at \( s = s_0 \) from (3.31), we find that \( \mathcal{F}_0 = (\mathbf{e}_r \cdot \mathbf{e}_r)d_1D/4 \) at \( s = s_0 \). Therefore, Laplace’s method on (3.49) gives the following leading-order estimate for the two exponentially small eigenvalues:
\[
\lambda \sim \frac{2\varepsilon^{-3}}{(\pi D_0)^{1/2}} d_0 D_0 (\mathbf{e}_r \cdot \mathbf{e}_r) \exp \left(-\frac{D_0}{2\varepsilon^2}\right), \quad D_0 = 2 - 2\kappa_0 |\mathbf{d}_0|. \] (3.50)
In (3.50), $D_0 \equiv |\mathbf{x}(s_0) - \mathbf{x}_0|^2$, $|\mathbf{d}_0| \equiv \sqrt{D_0}$, $d_{i0} \equiv x_{i0} - x_i(s_0)$, and $\kappa_0$ is the curvature of $\partial \Omega$ at $s = s_0$.

The result (3.50) for (3.2), based on linearizing (1.8) around a spike profile with boundary layer, is of the same asymptotic order as the corresponding result (2.27) for (2.4) obtained by linearizing (1.8) solely around the spike profile $r^\infty$. However, the pre-exponential factors in these two estimates are slightly different. In Appendix B we retain higher-order terms in the asymptotic evaluation of (3.49) to obtain the following more precise result:

**Principal Result 3.2** Assume that there is a unique point $s_0$ on $\partial \Omega$ where $D(s)$ is minimized. Then, for $\varepsilon \to 0$, the two exponentially small eigenvalues of (3.2) corresponding to the near-translation eigenfunctions satisfy

$$
\lambda \sim \frac{8\varepsilon^{-3}}{\sqrt{\pi D_0}} e^{-D_{i0}/(2\varepsilon^2)} \left[ F_{00} + \varepsilon^2 \left( F_{10} - F_{00}^{(0)} \right) D_0'' D_0'' + F_{00}'' \right].
$$

(3.51)

Here we have labeled $F_{00}^{(k)} = F_{00}^{(k)} \mid_{s = s_0}$ for $k \geq 1$, $F_{j0} = F_{j0} \mid_{s = s_0}$ for $j = 0, 1$, and $D_0^{(k)} = D_0^{(k)} \mid_{s = s_0}$ for $k \geq 1$. The various terms in (3.51) are given explicitly by

$$
F_{00} = \frac{d_{i0} D_0}{4}(\mathbf{e}_i \cdot \mathbf{e}_\sigma), \quad F_{10} = -\frac{\sqrt{D_0}}{4}(\mathbf{e}_i \cdot \mathbf{e}_\sigma + \frac{d_{i0}}{4}(\frac{\pi^2}{6} - 1)) (\mathbf{e}_i \cdot \mathbf{e}_\sigma),
$$

(3.52a)

$$
F_{00}'' = \frac{D_0}{4}[d_{i0}^2(\mathbf{e}_i \cdot \mathbf{e}_\sigma) - d_{i0} \kappa_0(\mathbf{e}_i \cdot \mathbf{e}_\sigma)], \quad D_0'' = 2 - 2\kappa_0 |\mathbf{d}_0|, \quad D_0'' = -2\kappa_0 |\mathbf{d}_0|,
$$

(3.52b)

$$
F_{00}'' = -\frac{d_{i0}}{4}(\mathbf{e}_i \cdot \mathbf{e}_\sigma)[2d_{i0} \kappa_0 + d_{i0} \kappa_0] + \frac{(\mathbf{e}_i \cdot \mathbf{e}_\sigma)}{4} [D_0 d_0'' + 2\sqrt{D_0} \kappa_0 d_{i0} - 3D_0 d_{i0}^2].
$$

(3.52c)

We now illustrate the result (3.51) for the exponentially small eigenvalues of (3.2) for two particular domains. Firstly, let $\Omega$ be the square $[0, 3] \times [0, 3]$ with a spike at $x_0 = (2.0, 0.8)$. Then (2.0, 0.0) is the unique point on $\partial \Omega$ closest to $x_0$ and $|\mathbf{d}_0| = d_{20} = 0.8$. We set $i = 2$ in (3.52), corresponding to the near-translation eigenvalue in the $x_2$ direction, and use $\mathbf{e}_2 \cdot \mathbf{e}_\sigma = 1$, $\kappa_0 = 0$, and $d_{i0} = 0$ in (3.52a), (3.52b), and (3.52c), to get

$$
F_{00} = \frac{d_{20}^3}{4}, \quad F_{10} = -\frac{d_{20}^3}{4} + \frac{d_{20}^3}{4}(\frac{\pi^2}{6} - 1), \quad F_{00}'' = 0, \quad F_{00}'' = 0.
$$

(3.53)

Then from (3.51) we obtain the following asymptotic estimate for the translation eigenvalue in the $x_2$ direction:

$$
\lambda \sim \sqrt{\frac{2\varepsilon^{-3}}{\pi}} d_{20}^3 e^{-d_{20}^3/(2\varepsilon^2)} \left[ 1 + \frac{\varepsilon^2}{d_{20}^3}(\frac{\pi^2}{6} - 2) + \cdots \right].
$$

(3.54)

This result is equivalent to that in equation (3.28) of [14] for the one-dimensional slab geometry.

Secondly, we consider the unit disk with a spike centered at $x_0 = (\mu, 0)$, with $0 < \mu < 1$. Then (1, 0) is the unique point on $\partial \Omega$ closest to $x_0$, with minimum distance $-d_{10} = 1 - \mu > 0$. We consider the near-translation eigenvalue in the $x_1$ direction. From (3.52a), (3.52b), and (3.52c), with $\mathbf{e}_1 = (1, 0)$ and $\mathbf{e}_\sigma = (-1, 0)$, we calculate

$$
F_{00} = \frac{|d_{10}|^3}{4}, \quad F_{10} = \frac{|d_{10}|^3}{4}(\frac{\pi^2}{6} - 2), \quad F_{00}'' = 0, \quad F_{00}'' = \left[ \frac{d_{10}^3}{4} - \frac{3|d_{10}|^3}{4} \right],
$$

$$
D_0'' = 2 - 2|d_{10}|, \quad D_0'' = 0.
$$

(3.55)
In calculating $\mathcal{F}''_{0}$ we used $d''_{0} = 1$ as found by parameterizing $\partial \Omega$ by polar coordinates. Upon substituting (3.55) into (3.51), we obtain the following asymptotic estimate for the near-translation eigenvalue in the $x_1$ direction:

$$
\lambda \sim \sqrt{\frac{2}{\pi (1 - |d_{10}|)}} \varepsilon^{-3} |d_{10}|^3 e^{-d_{10}/(2\varepsilon^2)} \left[ 1 + \frac{x^2}{d^2_{10}} \left( \frac{\pi^2}{6} - 2 + \frac{|d_{10} - 3d^2_{10}}{2(1 - |d_{10}|)} \right) + \ldots \right].
$$

(3.56)

4. Metastable flame-front dynamics

In order to explicitly characterize the metastable behavior for (1.1), in this section we derive an asymptotic ODE for the location $x_0(t)$ of the tip of the paraboloidal flame-front. We do not analyze the initial formation of a flame-front interface from arbitrary initial data. Instead, we analyze the slow motion of the flame-front after it has formed from initial data. Hence, we look for a solution to (1.5) in the form

$$
U = e^{c'} u^\infty (u^\infty + E),
$$

(4.1)

where $u^\infty = u^\infty [x; x_0(t)]$ is the spike profile of (1.10). Here $c = c(t)$ with $c' = O(\varepsilon^{-2}) \gg 1$ determines the speed of the flame-front, whereas $\omega(t)$ and $x_0(t)$ are assumed to be slowly varying functions of $t$. The initial condition is taken to be $U(x, 0) = u^\infty [x; x_0(0)]$ with $x_0(0) \in \Omega$ and $\text{dist}(x_0(0), \partial \Omega) = O(1)$ as $\varepsilon \to 0$. Therefore, we take $c = \omega = 0$ at $t = 0$, and $E(x, 0) = 0$. The error term $E = E(x, t)$ is required to satisfy $E \ll u^\infty$ with $\omega = O(E)$. The condition that $E$ remain small over exponentially long time intervals will determine explicit ordinary differential equations governing the dynamics of the slow growth $\omega(t)$ and of the flame-front tip $x_0(t)$.

We begin by substituting (4.1) into (1.5) to obtain

$$(c' + \omega')(u^\infty + E) + (u_t^\infty + E_t) = \varepsilon^2 (\Delta u^\infty + \Delta E) + (u^\infty + E)[\log(u^\infty + E) - \langle \log(u^\infty + E) \rangle].
$$

(4.2)

In calculating the right-hand side of (4.2) we retain the linear terms in the error $E$ and we use the equation (1.9) for $u^\infty$. On the left-hand side of (4.2) we neglect the quadratically small term $\omega' E$. In this way, we get

$$
c' u^\infty + c'E + \omega' u^\infty + u^\infty + E_t = \mathcal{L}_0 E - u^\infty (\langle \log u^\infty \rangle + \langle E/u^\infty \rangle) - E (\log u^\infty).
$$

(4.3)

Here the operator $\mathcal{L}_0$ is defined in (2.4). We then choose $c'$, with $c(0) = 0$, by

$$
c' = -\langle \log u^\infty \rangle - \langle E/u^\infty \rangle.
$$

(4.4)

Upon substituting (4.4) into (4.3), and neglecting the quadratic term in $E$, we find that $E$ satisfies

$$
E_t = \mathcal{L}_0 E - \omega' u^\infty - u^\infty, \quad x \in \Omega, \quad t > 0;
$$

$$
\partial_{\nu} E = -\partial_{\nu} u^\infty, \quad x \in \partial \Omega; \quad E(x, 0) = 0.
$$

(4.5)

In §2 the largest three eigenvalues $\lambda_j$, for $j = 0, 1, 2$, of $\mathcal{L}_0$ were calculated asymptotically for $\varepsilon \to 0$. The remaining eigenvalues $\lambda_j$ for $j \geq 3$ of $\mathcal{L}_0$, representing decaying modes, are strictly negative for $\varepsilon \to 0$ and are asymptotically close to the negative eigenvalues of the 2-D harmonic oscillator (2.3). The principal eigenvalue of $\mathcal{L}_0$ is $\lambda_0 \sim 1$, with $\phi_0 \sim M_0 u^\infty$ away from $\partial \Omega$. An
estimate for $\lambda_0 - 1$ was given in Principal Result 2.2. The two exponentially small near-translation eigenvalues $\lambda_j$, for $j = 1, 2$, of $\mathcal{L}_0$, with $\phi_j \sim M_j \varepsilon^2 \partial u^\infty$ away from $\partial \Omega$, were calculated in Principal Result 2.1. Here $M_j$ is a normalization constant. We order the remaining eigenvalues as $\lambda_{j+1} \leq \lambda_j$ for $j \geq 3$, and we expand $E$ in terms of the normalized eigenfunctions $\phi_j$ of $\mathcal{L}_0$ as

$$E(x, t) = \sum_{j=0}^{\infty} b_j(t) \phi_j(x), \quad (\phi_j, \phi_j) = 1. \quad (4.6)$$

Here we have defined the inner product $(u, v) \equiv \int_{\Omega} uv \, dx$. By using Green’s identity on $(4.5)$, together with the properties $\mathcal{L}_0 \phi_j = \lambda_j \phi_j$ and $\partial_n \phi_j = 0$ on $\partial \Omega$, we readily derive the following initial-value problem for $b_j(t)$:

$$b'_j - \lambda_j b_j = \mathcal{R}_j \equiv -\varepsilon^2 \int_{\Omega} \phi_j \partial_n u^\infty \, ds - \omega'(u^\infty, \phi_j) - (u^\infty_t, \phi_j), \quad b_j(0) = 0, \quad j = 0, 1, \ldots. \quad (4.7)$$

Since $\lambda_0 > 0$ and $\lambda_j$ is exponentially small for $j = 1, 2$, we must impose that $\mathcal{R}_j = 0$ for $j = 0, 1, 2$ in order to ensure that the coefficients $b_j(t)$ for $j \geq 0$, and hence $E(x, t)$, are small over exponentially long time intervals. Therefore, $\omega'$ and $x_0'$ are to be found from

$$\omega'(u^\infty, \phi_j) + (u^\infty_t, \phi_j) = -\varepsilon^2 \int_{\partial \Omega} \phi_j \partial_n u^\infty \, ds, \quad j = 0, 1, 2. \quad (4.8)$$

We remark that the structure in $(4.7)$, in which an extra degree of freedom, representing the $\omega'$ term, is needed to eliminate growth on a fast time-scale due to a strictly positive eigenvalue, also occurred in §4 of [17] in analyzing the metastable motion of a bubble solution for a nonlocal mass-conserving Allen–Cahn equation.

The system $(4.3)$ for $x_0(t)$ and $\omega(t)$ asymptotically decouples for $\varepsilon \ll 1$. We set $j = 0$ in $(4.8)$ and use $\phi_0 \sim u^\infty$ in the inner products. Since $(u^\infty, \phi_0)$ is the dot product of $x_0'$ and an exponentially small inner product, we obtain

$$\omega'(u^\infty, u^\infty) \sim -\varepsilon^2 \int_{\partial \Omega} \phi_0 \partial_n u^\infty \, ds. \quad (4.9)$$

The boundary integral on the right-hand side of $(4.9)$ can be expressed in terms of $\lambda_0 - 1$. To see this, we use Green’s identity on $(2.4)$, together with $\mathcal{L}_0 u^\infty = u^\infty$, to get

$$(u^\infty, \mathcal{L}_0 \phi_0) - (\phi_0, \mathcal{L}_0 u^\infty) = (\lambda_0 - 1)(u^\infty, \phi_0) = -\varepsilon^2 \int_{\partial \Omega} \phi_0 \partial_n u^\infty \, ds. \quad (4.10)$$

Upon substituting $(4.10)$ into $(4.9)$, and using $(u^\infty, \phi_0) \sim (u^\infty, u^\infty)$, we obtain the explicit ODE $\omega'(t) \sim \lambda_0 - 1$ with $\omega(0) = 0$. In Principal Result 2.2 it was shown that $\lambda_0 - 1$ is exponentially small for $\varepsilon \to 0$ for any $x_0 \in \Omega$. Therefore, if we write $\lambda_0 = \lambda_0[x_0(t)]$, we conclude that $\omega'$ is exponentially small and that

$$\omega(t) \sim \int_0^t (\lambda_0[x_0(t)] - 1) \, dt. \quad (4.11)$$
To evaluate the left-hand side of (4.12) we use \( \phi_j \sim \varepsilon^2 \partial_j u^\infty \) to estimate the inner products in (4.8). For \( j = 1, 2 \) the term \( \omega'(u^\infty, \phi_j) \) is the product of two exponentially small terms and can be neglected. Therefore, (4.8) reduces to

\[
(u^\infty, \phi_j) \sim -\varepsilon^2 \int_{\partial \Omega} \phi_j \partial_n u^\infty \, ds, \quad j = 1, 2.
\]  

To evaluate the left-hand side of (4.12) we use \( \phi_j \sim \varepsilon^2 \partial_j u^\infty = \frac{1}{2} (x_{0j} - x_j) u^\infty \) from (2.20), and we differentiate (1.10) with respect to \( t \). Evaluating the resulting integral we obtain

\[
(u^\infty, \phi_j) \sim -\frac{\varepsilon^2}{4\varepsilon^2} \int_{\Omega} (x_j - x_{0j})^2 (u^\infty)^2 \, dx \sim -\frac{\pi \varepsilon^2 x_{0j}^2}{4 \varepsilon^2} \int_0^{\infty} \rho^3 e^{-\rho^2/(2\varepsilon^2)} \, d\rho
\]

\[
= -\frac{\pi}{2} \varepsilon^2 x_{0j}^2.
\]  

To evaluate the boundary integral on the right-hand side of (4.12) we use the formulae (2.20) and (2.31) for \( \phi_j \) and \( \partial_n u^\infty \) on \( \partial \Omega \), respectively. This gives

\[
-\varepsilon^2 \int_{\partial \Omega} \phi_j \partial_n u^\infty \, ds = \frac{\varepsilon^2}{2} \int_{\partial \Omega} D e^{-D/(2\varepsilon^2)} (\hat{\mathbf{d}} \cdot \mathbf{e}_s) \hat{d}_j \, ds.
\]  

Here \( \hat{\mathbf{d}} \) is the unit vector in the direction of \( \mathbf{d} \) and \( \hat{d}_j \) is its \( j \)th component. By substituting (4.13) and (4.14) into (4.12), we obtain an ODE for \( x_0(t) \). The flame-front interface \( S(x, t) \) is obtained by substituting (4.1) into (1.4), and using (1.10), (4.4), and (4.11), for \( u^\infty, c, \) and \( \omega \), respectively. In this way, we obtain the following explicit characterization of the metastable flame-front dynamics for (1.1):

**Principal Result 4.1** For \( \varepsilon \to 0 \), the outer approximation for the flame-front interface \( S(x, t) \) of (1.1), valid away from \( \partial \Omega \), is

\[
S(x, t) \sim -\frac{|x - x_0(t)|^2}{2} + \frac{1}{\varepsilon} \int_0^t (|x - x_0(\tau)|^2) \, d\tau + 2\varepsilon^2 \left[ 1 - t + \int_0^t (\gamma(\tau) - 1) \, d\tau \right].
\]  

The flame-front tip \( x_0(t) \) and the flame-front speed \( v(t) \equiv 2\varepsilon^2 c'(t) \) satisfy

\[
x_0' \sim \mathbf{I}(x_0) \equiv -\frac{1}{\pi \varepsilon^2} \int_{\partial \Omega} D e^{-D/(2\varepsilon^2)} (\hat{\mathbf{d}} \cdot \mathbf{e}_s) \hat{d}_s \, ds, \quad v(t) = \frac{1}{2} |x - x_0(t)|^2 - 2\varepsilon^2.
\]  

Here \( D(s) \equiv |x_0 - x(s)|^2, \hat{\mathbf{d}} = (x_0 - x(s))/|x_0 - x(s)|, \) and \( \mathbf{e}_s \) is the inward pointing unit normal to \( \partial \Omega \). Suppose that at \( t = 0 \) there is a unique point \( x(s_0) \) on \( \partial \Omega \) that is closest to \( x_0(0) \). Then, the motion of \( x_0(t) \) is towards the same closest boundary point \( x(s_0) \) for all subsequent time, and the distance \( d_0(t) \equiv |x_0(t) - x(s_0)| \) to \( \partial \Omega \) satisfies

\[
d_0' \sim -\frac{2}{\pi \varepsilon \sqrt{1 - \kappa_0 d_0^2}} e^{-d_0^2/(2\varepsilon^2)},
\]  

with initial value \( d_0(0) = |x_0(0) - x(s_0)| \). Here \( \kappa_0 \) is the curvature of \( \partial \Omega \) at \( s = s_0 \).
The result in (4.17) follows by using Laplace’s method on (4.16) to derive
\[ x'_0 \sim \sqrt{\frac{2}{\pi}} \frac{\epsilon D_0}{e^{D_0/(2\epsilon^2)}} \hat{d}_0, \]  
(4.18)
where \( D_0 = D(s_0), \ d_0 = \sqrt{D_0}, \) and \( \hat{d}_0 \) is a unit vector in the direction of \( x_0 - x(s_0). \) The result (4.17) then follows readily from (4.18) by taking the dot product with \( \hat{d}_0. \)

We now make a few remarks. Firstly, the condition \( I(x_0) = 0 \) determines the unstable equilibrium point \( x_{0e} \) for \( x_0(t). \) A similar condition involving the vanishing of a vector boundary integral was obtained in [18] for spike-layer solutions of \( \epsilon^2 \Delta u - u + u^2 = 0 \) in \( \Omega \in \mathbb{R}^2. \) For a strictly convex domain, the analysis in §3 of [18] can be adapted to show that \( x_{0e} \) is \( O(\epsilon) \) close to the center \( x_{in} \) of the unique largest inscribed circle for \( \Omega. \) Since the calculation of the \( O(\epsilon) \) correction term is similar to that in §3 of [18] we do not pursue the details here.

Secondly, we remark that the ODE (4.17) for the two-dimensional case is remarkably similar to the ODE (1.2) for the one-dimensional slab geometry. Specifically, upon retaining only one of the two exponential terms in (1.2), the only difference between these two ODE’s is the curvature term in (4.17). The primary reason for this similarity is that the analytical form of the spike profile satisfying (1.9) does not exhibit geometric spreading in two dimensions. In fact, for \( N = 1, 2 \) dimensions, we have \( u_\infty = e^{N/2} \exp(-|x - x_0|^2/(4\epsilon^2)). \) In contrast, for the shadow Gierer–Meinhardt model analyzed in [6], the spike profile \( w(\rho) \) is the radial symmetric solution in \( \mathbb{R}^2 \) of \( \Delta w - w + w^2 = 0. \) This solution exhibits geometric spreading in dimension \( N \) owing to the far-field behavior \( w(\rho) \sim a_N \rho^{(1-N)/2} e^{-\rho} \) as \( \rho \to \infty \) for some constant \( a_N. \) The resulting ODE for the slow motion of the spike as found in Corollary 2 of [6] was \( d'_0 \sim -c_{\epsilon,N}d_0^{1-N/2}(1 - d_0^2)^{-1/2} \exp(-2d_0/\epsilon) \) for some constant \( c_{\epsilon,N}. \) In contrast to the results (4.17) and (1.2) for the tip of the flame-front, the pre-exponential factor in this ODE of [6] does depend significantly on the dimension \( N. \)

Thirdly, we remark that the pre-exponential factor of \( d_0^2 \) in the ODE (4.17) precludes the vanishing of \( d_0 \) in finite time. Although the ODE (4.18) is not valid when \( d_0 = O(\epsilon), \) its extrapolation into this regime suggests that, ultimately, \( d_0 \sim -c_0d_0^2, \) which decays algebraically in time. It is an open problem to analyze exactly how the flame-front interface attaches to the boundary of the domain. Finally, by separating variables in (4.17), the time \( T \) for the flame-front tip to become within an \( O(\epsilon) \) distance from \( \partial \Omega \) is given asymptotically by
\[ T \sim \sqrt{\frac{\pi \epsilon^2}{2} \frac{\sqrt{1 - \kappa_0d_0}}{d_0^3} \exp(d_0^2/(2\epsilon^2))}, \quad d_0 \equiv d_0(0). \]  
(4.19)

We now give a few examples to illustrate Principal Result 4.1.

**Example 4.1** Our first example is for a square domain \( \Omega = [0, 3] \times [0, 3] \) with the flame-front tip initially at \( x_0(0) = (2.0, 0.5). \) Then \((2.0, 0.0)\) is the unique point on \( \partial \Omega \) closest to \( x_0(0). \) From (4.17) with \( \kappa_0 = 0, \) the vertical distance \( d_0(t) \) to the boundary satisfies
\[ d'_0 \sim -\sqrt{\frac{\pi \epsilon^2}{2} \frac{d_0^2 e^{-d_0^2/(2\epsilon^2)}}{d_0}}, \quad d_0(0) = 0.5. \]  
(4.20)
In Fig. 5 we compare the solution of the ODE (4.20) for \( d_0(t) \) with corresponding results obtained from the numerical solution of the full PDE initial-boundary value problem (1.8) with the initial condition in the form of a spike (1.10) located at \( x_0(0) = (2.0, 0.5). \) The numerical method is
described in Appendix C. Although the ODE \( (4.20) \) is obtained only from a leading-order analysis, reasonable agreement is present already for the relatively large value \( \varepsilon = 0.113 \) that was used in the computations. In Fig. 4 we also plot \( d_0(t) \) from the following ODE of equation (3.46) of [14] pertaining to a strictly one-dimensional geometry:

\[
d'_0 \sim -\sqrt{\frac{2}{\pi}} \frac{d_0^2}{\varepsilon} e^{-d_0^4/(2\varepsilon^2)} \left( 1 + \frac{\pi^2 \varepsilon^2}{6d_0^2} \right), \quad d_0(0) = 0.5.
\] (4.21)

For this ODE, \( d_0 = 0 \) at a finite time. Although we have not attempted to derive the \( O(\varepsilon^2) \) coefficient in the pre-exponential factor for \( d'_0 \) in (4.17) for an arbitrary geometry, we observe in Fig. 4 that for this special geometry the improved ODE (4.21) provides a slightly closer agreement with the full numerical results than does (4.20).

**Example 4.2** Secondly, we let \( \Omega \) be the unit disk with the flame-front tip initially located at \( x_0(0) = (0.5, 0) \). Then \( (1, 0) \) is the unique point on \( \partial \Omega \) closest to \( x_0 \). By setting \( \kappa_0 = 1 \) in (4.17),
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**Fig. 4.** The distance \( d_0(t) \) of the flame-front tip to the boundary, from the numerical solution of the full PDE [13] (dashed line) and the solution of the asymptotic ODE (4.20) (solid line). The domain is the square \( \Omega = [0, 3] \times [0, 3] \) and \( \varepsilon = 0.113. \) The heavy-solid line is the improved ODE (4.21) suggested by the one-dimensional theory.
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**Fig. 5.** Numerical solution of (4.22) with \( \varepsilon = 0.11 \) for the flame-front tip in the unit disk. Left: the distance \( d_0(t) \) of the flame-front tip to the boundary. Right: the speed \( v(t) \) of the flame-front.
and with $d_0(0) = 0.5$, we obtain the ODE for the distance $d_0(t)$ from the flame-front tip to the closest point $(1, 0)$ on $\partial \Omega$. In terms of $d_0$, the speed of the flame-front interface $v$ is calculated by evaluating $|x - x_0|^2$ explicitly in (4.16). In this way, we get

$$d_0' \sim -\sqrt{\frac{2}{\pi \varepsilon}} \frac{d_0^2}{\sqrt{1 - d_0^2}} e^{-d_0^2/(2\varepsilon^2)}, \quad d_0(0) = 0.5;$$

$$v(t) = 2\varepsilon^2 c'(t) = \frac{1}{2} (1 - d_0)^2 + \frac{1}{4} - 2\varepsilon^2.$$

In Fig. 5 we plot the numerical solution for $d_0(t)$ and the speed $v(t)$ when $\varepsilon = 0.11$. From these figures we observe that the speed of the flame is roughly constant until the tip becomes close to the wall. Also note that $d_0'$ decreases on a new time-scale when $d_0$ is very small, and that $d_0$ does not vanish in finite time.

**Example 4.3** For our third example, let $\Omega = [0, 1] \times [0, 1]$ contain a spike initially located at $x_0(0) = (\gamma_0, \gamma_0)$ with $0 < \gamma_0 < 1/2$. Then there are exactly two points on $\partial \Omega$ closest to $x_0(0)$. Laplace’s method on (4.16) then yields

$$x_0' \sim -\sqrt{\frac{2}{\pi \varepsilon}} D_0 e^{-D_0/(2\varepsilon^2)} e_1 - \sqrt{\frac{2}{\pi \varepsilon}} D_0 e^{-D_0/(2\varepsilon^2)} e_2,$$

where $e_j$ is the unit vector in the $j$th direction. Here $D_0 = \gamma^2/2$, where $\gamma$ is the distance from $x_0(t)$ to the vertex $(0, 0)$ of the square. The vector addition of the two boundary forces in (4.23) shows that the flame-front tip slowly drifts towards the vertex $(0, 0)$. A similar behavior was shown in [11] from full numerical solutions of (1.1). From (4.23) we readily obtain the following ODE for the distance $\gamma(t)$ from the flame-front tip to the vertex $(0, 0)$:

$$\gamma' \sim -\frac{\gamma^2}{\varepsilon^2} \sqrt{\varepsilon} e^{-\gamma^2/(4\varepsilon^2)}, \quad \gamma(0) = \gamma_0.$$

5. The slow motion of a boundary spike

The metastability analysis in §4 for (1.1) showed that the the flame-front tip inside a convex domain $\Omega$ drifts asymptotically exponentially slowly towards the closest point on the boundary $\partial \Omega$. In this section we derive an explicit asymptotic ODE for the dynamics of the flame-front tip after it has become attached to the boundary of the domain. The motion of the flame-front tip is found to be proportional to the derivative of the curvature of $\partial \Omega$, with stable rest points at local maxima of the curvature.

As in §4 we look for a solution to (1.5) in the form

$$U = e^{c(t) + \omega \nu},$$

where $\omega$ is a slowly varying function of $t$. Upon writing the Laplacian in (1.5) in terms of the normal-tangential coordinates $(\sigma, s)$, we obtain

$$(c' + \omega') \nu + \partial_\nu \nu = e^2 \left[ V_{\sigma \sigma} - \frac{\kappa}{1 - \kappa \sigma} V_\sigma + \frac{1}{1 - \kappa \sigma} \frac{\partial}{\partial s} \left( \frac{1}{1 - \kappa \sigma} V_s \right) \right] + \nu \log \nu - \nu (\log \nu).$$
We then choose \( c' = -\log V \) with \( c(0) = 0 \) to eliminate the nonlocal term. Next we introduce the local normal-tangential coordinates \((\eta, \xi)\) by

\[
\eta = \varepsilon^{-1} s, \quad \xi = \varepsilon^{-1} \lbrack s - s_0(\tau)\rbrack, \quad \tau = \varepsilon^3 t.
\]  

(5.3)

We then expand \( V \) and \( \omega' \) in powers of \( \varepsilon \) as

\[
V = v_0(\eta, \xi) + \varepsilon v_1(\eta, \xi, t) + \varepsilon^2 v_2(\eta, \xi, t) + \cdots; \quad \omega' = \varepsilon \omega_0 + \varepsilon^2 \omega_1 + \cdots.
\]  

(5.4)

In (5.3), \( s = s_0(\tau) \) denotes the unknown time-dependent location of the boundary spike. The choice of slow time-scale \( \tau = \varepsilon^3 t \) is a result of a solvability condition on the solution for \( v_2 \).

We substitute (5.4) with local coordinates (5.3) into (5.2) and collect powers of \( \varepsilon^0, \varepsilon^1 \), and \( \varepsilon^2 \).

In terms of the local coordinates (5.3) the curvature \( \kappa = \kappa(s) \) becomes \( \kappa = \kappa_0 + \varepsilon \xi \kappa_0' + \cdots \), where \( \kappa_0 = \kappa(s_0) \) and \( \kappa_0' = \kappa'(s)_{s=s_0} \). From the \( O(1) \) terms we find that, on the domain \( \mathbb{R}^+ = \{(\xi, \eta) \mid -\infty < \xi < \infty, \eta > 0\} \), \( v_0 \) satisfies

\[
v_{0\xi\xi} + v_0_{\eta\eta} + Q(v_0) = 0, \quad -\infty < \xi < \infty, \quad 0 < \eta < \infty; \quad v_0_{\eta} = 0, \quad \eta = 0, \quad \xi = 0, \tag{5.5}
\]

where \( Q(v_0) \equiv v_0 \log v_0 \). We let \((\eta, \xi) = (0, 0)\) denote the boundary spike location. From (1.10) we obtain

\[
v_0(\xi, \eta) = \exp\left(1 - \frac{\rho^2}{4}\right), \quad \rho^2 = \xi^2 + \eta^2. \tag{5.6}
\]

Notice that \( v_0 \) is even in \( \xi \), whereas \( v_{0\xi} \) is odd in \( \xi \). From collecting the \( O(\varepsilon) \) and \( O(\varepsilon^2) \) terms, we find that, on \( \mathbb{R}^+ \), \( v_1 \) and \( v_2 \) satisfy

\[
\begin{align*}
v_1 &= \mathcal{L} v_1 + \mathcal{R}_1, \quad \mathcal{R}_1 &= -\alpha_0 v_0 - \kappa_0 v_0_{\eta\eta} + 2\kappa_0 v_0 \xi v_{0\xi\xi}, \tag{5.7a} \\
v_2 &= \mathcal{L} v_2 + \mathcal{R}_2, \quad \mathcal{R}_2 &= -\alpha_0 v_1 - \omega_1 v_0 + \xi v_{0\xi} + \mathcal{F}_r + \mathcal{F}_0, \tag{5.7b}
\end{align*}
\]

where \( \mathcal{F}_r \) and \( \mathcal{F}_0 \) are defined by

\[
\begin{align*}
\mathcal{F}_r &= -\kappa_0^2 v_0_{\eta\eta} - \kappa_0 v_1_{\eta\eta} + 3\kappa_0^2 \eta^2 v_{0\xi\xi} + 2\kappa_0 \eta v_{1\xi\xi} + \frac{v_0^2}{2} Q''(v_0), \tag{5.7c} \\
\mathcal{F}_0 &= \kappa_0^2 \eta v_{0\xi} + 2\kappa_0 \eta v_{0\xi\xi} - \kappa_0^2 \xi v_0_{\eta\eta}, \tag{5.7d}
\end{align*}
\]

with \( Q''(v_0) = v_0^{-1} \). In (5.7a) and (5.7b) the operator \( \mathcal{L} \) is defined by

\[
\mathcal{L} \phi = \phi_{\xi\xi} + \phi_{\eta\eta} + Q'(v_0) \phi. \tag{5.8}
\]

where \( Q'(v_0) = 1 + \log v_0 \). The boundary conditions for (5.7a) and (5.7b) are that \( v_1_{\eta} = v_2_{\eta} = 0 \) on \( \eta = 0 \).

The spectral problem \( \mathcal{L} \phi = \lambda \phi \) on \( \mathbb{R}^+ \) with \( \phi_\eta = 0 \) on \( \eta = 0 \) has two nonnegative eigenvalues. These eigenpairs are \((\phi_0, \lambda_0) = (v_0, 1)\) and \((\phi_1, \lambda_1) = (v_{0\xi}, 0)\). In terms of the inner product \((f, g)\) defined by

\[
(f, g) \equiv \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\eta, \xi) g(\eta, \xi) \, d\eta \, d\xi, \tag{5.9}
\]

a necessary condition that \( v_1 \) in (5.7a) tends to the steady-state solution \( v_{1h} \) satisfying \( \mathcal{L} v_{1h} = -\mathcal{R}_1 \) as \( t \to \infty \) is that \((\mathcal{R}_1, v_0) = 0 \) and \((\mathcal{R}_1, v_{0\xi}) = 0 \). Since \( v_{0\xi} \) is an odd function of \( \xi \), while \( \mathcal{R}_1 \) is
even in $\xi$, it follows that $(R_1, v_{0\xi})$ vanishes identically. The condition $(R_1, v_0) = 0$ determines $\omega_0$ as

$$
\omega_0(v_0, v_0) = -\kappa_0(v_0, v_0\eta) + 2\kappa_0(v_0, \eta v_{0\xi}).
$$

(5.10)

With this choice for $\omega_0$, $v_1$ tends to its steady-state limit $v_{1h}$ on an asymptotically $O(1)$ time-scale. This limiting solution provides an $O(\epsilon)$ correction to the leading-order gaussian spatial profile $v_0$.

We now derive an ODE for $s_0(\tau)$ from (5.7b). A necessary condition that $v_2$ in (5.7b) tends to its steady-state limit $v_{2h}$ satisfying $Lv_{2h} = -R_2$ as $t \to \infty$ is that $(R_2, v_0) = 0$ and $(R_2, v_{0\xi}) = 0$.

The first inner product determines $\omega_1$, and the second inner product determines an ODE for $s_0(\tau)$ in the form

$$
(\omega_0(v_1, v_{0\xi}) = -\kappa_0(v_0, v_{0\xi}) - (F_e, v_{0\xi}) - (F_o, v_{0\xi}).
$$

(5.11)

We substitute the steady-state limit $v_{1h}$ for $v_1$, and note that $v_{1h}$ and $F_e$ are even in $\xi$, while $F_o$ is odd in $\xi$. Therefore, only the last inner product on the right-hand side of (5.11) is not identically zero. Hence,

$$
(\omega_0(v_{0h}, v_{0\xi}) = -\kappa_0(v_0, v_{0\xi}) - \kappa_0(v_{0h}, \eta v_{0\xi}) - 2\kappa_0(v_0, \eta \xi v_{0\xi}).
$$

(5.12)

We then use (5.6) to calculate the inner products in (5.12) explicitly in terms of $v_0(\rho) = e^1e^{-\rho^2/4}$ as

$$
(\xi v_{0\eta}, v_{0\xi}) = (\eta v_{0\xi}) = (\eta v_{0\xi}) = \frac{1}{2} \int_0^\infty \rho^2 v_{0\rho} d\rho = -\sqrt{2\pi e^2}.
$$

Upon substituting these inner products into (5.11), and recalling that $\tau = \epsilon^3 t$, we obtain the following result:

**Principal Result 5.1** For $\epsilon \to 0$, the slow motion ODE for the flame-front tip $s_0(t)$ on the boundary of $\Omega$ is

$$
(\omega_0(v_0, v_0) = -\kappa_0(v_0, v_0\eta) + 2\kappa_0(v_0, \eta v_{0\xi}).
$$

(5.13)

Here $\kappa_0 = \kappa(s_0) \geq 0$ is the curvature of the boundary $\partial \Omega$ of the convex domain $\Omega$ at arclength coordinate $s = s_0$.

With initial value $s_0(0)$, the ODE (5.13) predicts that the spike location will tend to the closest local maximum of the curvature $\kappa(s)$. Such a local maximum is a stable rest point for (5.13). We remark that the analysis of boundary spike motion for the case where the initial point $s_0(0)$ is on a flat portion of the boundary of nonzero length is considerably more delicate than the analysis presented in this section. For example, such a situation arises when a flame-front becomes attached to a straight boundary of a rectangle. For such an asymptotically degenerate situation, we expect that the speed of the flame-front tip is exponentially slow and depends on the local contact behavior of the point on the boundary closest to $v_0(0)$ where $\kappa \neq 0$. For the shadow Gierer–Meinhardt model such an analysis was given in §5 of [7].
6. Discussion

We have given an explicit asymptotic characterization of the slow motion dynamics of the flame-front tip for (1.1). When the flame-front tip is initially inside a convex domain, we have shown that the speed of the tip is asymptotically exponentially slow as $\varepsilon \to 0$ and the motion is directed towards the closest point on the boundary of the domain. The distance to the closest point is given asymptotically by (4.17). For a flame-front attached to the boundary of the domain, the speed of the tip is algebraically slow as $\varepsilon \to 0$ and the dynamics is given asymptotically by (5.13). An open problem is to study the detailed mechanism describing the attachment of the flame-front tip to the boundary of the domain. We now illustrate the two stages of the dynamics obtained in §4 and §5 for two specific convex domains $\Omega$.

**Example 6.1** We first consider an elliptical domain with boundary $\partial \Omega$ given by $x_1 = 2 \cos \theta, x_2 = \sin \theta$, as studied in [8]. We choose $x_0 = (1.0, 0.05)$ as the initial location of the flame-front tip. The domain was shown in Fig. 2(a), together with an illustration of the two distinct stages of the flame-front dynamics: the metastable stage when the tip is inside the domain, and the second stage where the tip drifts slowly along the boundary.

To characterize the metastability, we compute that the closest point to $x_0$ on $\partial \Omega$ is $x \approx (0.776, 0.425)$, which corresponds to $\theta_0 \approx 0.888$. At this closest point, the curvature of $\partial \Omega$ is $\kappa_0 \approx 0.425$. From (4.17), the flame-front tip drifts in a straight line towards this closest point on $\partial \Omega$, and the distance $d_0$ to the closest point satisfies the ODE

$$d_0'(t) \sim -\frac{2}{\pi \varepsilon \sqrt{1 - \kappa_0 d_0}} e^{-d_0^2/(2\varepsilon^2)}, \quad d_0(0) \approx 0.772, \quad \kappa_0 \approx 0.425. \quad (6.1)$$

A plot of the numerical solution to (6.1) for $\varepsilon = 0.1643$ is shown in Fig. 6(a). The ODE ceases to be valid when $d_0 = O(\varepsilon)$, which occurs when $t \approx 740$.

For the second stage, the motion of the flame-front tip along the boundary is given by (5.13). The mapping $s = s(\theta)$ between the arclength $s$ and the polar angle $\theta$ is chosen to be $s = \int_0^\theta [1 + 3 \sin^2(\phi)]^{1/2} \, d\phi$. In this way, (5.13) is transformed to

$$\theta_0' \sim -9\varepsilon^3 \sqrt{\frac{2}{\pi} \frac{\sin(2\theta_0)}{[1 + 3 \sin^2(\theta_0)]^{7/2}}}, \quad (6.2)$$
with initial value $\theta_0(0) \approx 0.888$. The flame-front tip is located at $x_0(t) = 2 \cos[\theta_0(t)]$ and $y_0(t) = \sin[\theta_0(t)]$. Under (6.2), $\theta_0 \to 0$ as $t \to \infty$, which corresponds to the nearest local maximum of the boundary curvature.

Finally, the upward speed $v(t)$ of the flame-front in the channel, defined in (4.16), can be determined in terms of the location $x_0(t)$ of the flame-front tip. By calculating an area integral, we obtain

$$v(t) = \frac{1}{2} \left( |x - x_0|^2 \right) - \frac{5}{8} + \frac{1}{2} [x_0^2(t) + y_0^2(t)] - 2\epsilon^2.$$  (6.3)

The speed $v(t)$, computed from the asymptotic results for $x_0(t)$ and $y_0(t)$, is plotted in Fig. 2(b).

This example with $\epsilon = 0.1643$ is equivalent to the example (with $\epsilon = 0.027$ as defined in [8]) studied numerically in [8]. Even with the relatively large value $\epsilon = 0.1643$, our asymptotic results, valid for $\epsilon \ll 1$, compare reasonably well with the numerical results reported in [8].

**Example 6.2** For our second example, we let $\zeta(\theta)$ be a positive $2\pi$-periodic function, and assume that $\zeta(\theta) + \zeta''(\theta) > 0$ for $0 \leq \theta \leq 2\pi$. Then a convex domain is generated if we define $\partial \Omega$ in parametric form as

$$x_1(\theta) = \zeta(\theta) \cos \theta - \zeta'(\theta) \sin \theta, \quad x_2(\theta) = \zeta(\theta) \sin \theta + \zeta'(\theta) \cos \theta,$$  (6.4)

with $0 \leq \theta \leq 2\pi$ (cf. [7]). Let $s = h(\theta)$ denote the mapping between $\theta$ and the arclength $s$. Then $f'(\theta)$ and the curvature $\kappa(\theta)$ of the boundary are given by

$$f'(\theta) = \zeta(\theta) + \zeta''(\theta), \quad \kappa(\theta) = [\zeta(\theta) + \zeta''(\theta)]^{-1}.$$  (6.5)

We take $\zeta(\theta) = 2 + \sin^3(\theta)$, and we assume that the initial flame-front tip location within $\Omega$ is at $x_0(0) = (0.5, 0.0)$. A simple numerical computation shows that the closest point on $\partial \Omega$ is at $x \approx (0.663, -0.944)$ corresponding to $\theta = 4.883$. At this closest point the curvature is $\kappa_0 = 0.267$.

**Fig. 7.** Dynamics of the flame-front tip. (A) Under the dynamics (6.1) the tip moves from the initial point (labeled by ⋆) to an $O(\epsilon)$ neighborhood of the closest boundary point (labeled by ◦). (B) Then, under the dynamics (6.6), the tip drifts along the boundary to the nearest local maximum of the curvature (labeled by •).
From (4.17), the distance of the flame-front tip to the closest point on \( \partial \Omega \) satisfies the ODE (6.1) with \( \kappa_0 \approx 0.267 \) and with initial distance \( d_0(0) \approx 0.958 \). Along the boundary, we use (6.5) and (5.13) to show that the location of the flame-front tip on the boundary is given by \( s_0(t) = f(\theta_0(t)) \), where \( \theta_0(t) \) satisfies

\[
\theta_0' \approx -\varepsilon^3 \left( \frac{2}{\pi} \zeta'(\theta_0) + \zeta''(\theta_0) \right).
\]

(6.6)

Here \( \zeta(\theta) = 2 + \sin^2(\theta) \) and \( \theta_0(0) = 4.883 \). The domain is shown in Fig. 7 together with an illustration of the two distinct stages of the dynamics. As shown in Fig. 7, the flame-front tip on the boundary tends to the closest local maximum of the curvature.

Appendix A. Asymptotic estimate for \( K \)

In this appendix we estimate the integral \( K \), defined in (3.41b), for \( \varepsilon \to 0 \). We show formally that \( K \ll I \), where \( I \) is defined in (3.41b). Hence, we may neglect \( K \) in (3.41a) and obtain \( \lambda I \sim -I \).

In order to neglect \( K \) in comparison with the two-term approximation for \( I \) given in (3.48a), we must show that

\[
K \equiv \int_{\Omega} \phi L_x(\partial_i u_x) \, dx \ll O(\varepsilon e^{-D_0/2\varepsilon^2}),
\]

(6.1)

where \( D_0 \) is the minimum value of \( D = |x(s) - x_0|^2 \) for \( x(s) \in \partial \Omega \). The pre-exponential factor of \( \varepsilon \) in (6.1) is obtained by evaluating \( I \) in (3.48a) asymptotically using Laplace’s method.

To obtain this estimate we first define an overlap region \( \Omega_p = \{ x \in \Omega \mid \text{dist}(x, \partial \Omega) = O(\varepsilon^p), \ 0 < p < 2 \} \) between the boundary-layer region, corresponding to distances \( O(\varepsilon^2) \) from \( \partial \Omega \), and the outer region, corresponding to distances \( O(1) \) from the boundary \( \partial \Omega \). In \( \Omega_p \) we use \( \phi \sim \phi_B \) and \( u_\varepsilon \sim u_B \), where \( \phi_B \) and \( u_B \) are defined in (2.16) and (3.8), respectively. In \( \Omega \setminus \Omega_p \), we use \( \phi \sim \varepsilon^2 \partial_i u_\infty \) and \( u_\varepsilon \sim u_\infty \), obtained from (2.10) and (1.10), respectively. We then decompose \( K \) into two terms as

\[
K = K_1 + K_2, \quad K_1 = \int_{\Omega_p} \phi_B L_x(\partial_i u_B) \, dx, \quad K_2 = \varepsilon^2 \int_{\Omega_p} \partial_i u_\infty L_x(\partial_i u_\infty) \, dx.
\]

(6.2)

We first estimate \( K_1 \). The two-term boundary-layer solution \( u_B = e^{-D/(4\varepsilon^2)}(u_{B0} + \varepsilon^2 u_B) + O(\varepsilon^3) \) is such that, formally, \( \varepsilon^2 \Delta u_B + u_B \log u_B = O(\varepsilon^2 e^{-D/(4\varepsilon^2)}) \). Therefore, with \( u_\varepsilon \sim u_B \) in \( \Omega_p \), we obtain

\[
L_x[\partial_i u_B] = \varepsilon^2 \Delta(\partial_i u_B) + (1 + \log u_\varepsilon) \partial_i u_B = O(\varepsilon^2 e^{-D/(4\varepsilon^2)}).
\]

(6.3)

Then, using \( \phi_B \sim \exp(1 - D/(4\varepsilon^2)) \Phi_{B_0} \) from (2.16), we estimate \( K_1 = \int_{\Omega_p} e^{-D/(2\varepsilon^2)} O(\varepsilon^2) \, dx \). Since \( D \geq D_0 \) and \( \text{Area}(\Omega_p) = O(\varepsilon^p) \), we estimate \( K_1 = e^{-D_0/2\varepsilon^2} O(\varepsilon^{2-p}) \). This shows that \( K_1 \) satisfies the estimate \( K_1 \ll O(\varepsilon e^{-D_0/2\varepsilon^2}) \) required in (6.1) for any \( p \) in \( 0 < p < 2 \). Hence, we can neglect \( K_1 \).

Next we estimate \( K_2 \). We first write \( L_x \phi \) as

\[
L_x \phi = \varepsilon^2 \Delta \phi + (1 + \log u_\infty) \phi + \log \left( \frac{u_\varepsilon}{u_\infty} \right) \phi.
\]

(6.4)
This shows that \( L_\varepsilon[\partial_t u^\infty] = (\partial_t u^\infty) \log(u_\varepsilon/u^\infty) \), and consequently, upon using (1.10) for \( u^\infty \), we obtain
\[
K_2 = \varepsilon^2 \int_{\Omega \setminus \partial \Omega_p} (\partial_t u^\infty)^2 \log \left( \frac{u_\varepsilon}{u^\infty} \right) \, dx \\
= c\varepsilon^{-2} \int_{\Omega \setminus \partial \Omega_p} (x_i - x_{0b})^2 e^{-|x-x_0|^2/(2\varepsilon^2)} \log \left( \frac{u_\varepsilon}{u^\infty} \right) \, dx,  \tag{A.5}
\]
for some \( c \) independent of \( \varepsilon \). From (3.22) we obtain \( u_\varepsilon \sim u^\infty \) in \( \Omega \setminus \partial \Omega_p \). Since \( \Omega \) is convex, the boundary-layer solution \( u_B \) is defined globally in \( \Omega \), and we can estimate the ratio \( u_\varepsilon/u^\infty \) as follows:
\[
\frac{u_\varepsilon}{u^\infty} \sim \frac{u_B}{u^\infty} \approx \frac{\exp(-D/(4\varepsilon^2) + w_0 + \varepsilon^2 w_1 + \cdots)}{\exp(1 - |x-x_0|^2/(4\varepsilon^2))}. \tag{A.6}
\]
Recalling that \( w_0 = 1 + \eta^2 + w_{0b} \) and \( w_1 = -\eta^2/4 + w_{1p} \), where \( w_0 \) and \( w_1 \) were defined in (3.9a) and (3.11), and that \( \eta = \sigma^2/\varepsilon^2 \), where \( \sigma \) is the distance from \( x \) to \( \partial \Omega \), we see that (A.6) becomes
\[
\frac{u_\varepsilon}{u^\infty} \sim \frac{u_B}{u^\infty} \sim \exp \left( \frac{|x-x_0|^2}{4\varepsilon^2} - \frac{D}{4\varepsilon^2} + \frac{\varepsilon^2}{\sigma^2} \right) \exp(w_{0b} + \varepsilon^2 w_{1p} + \cdots). \tag{A.7}
\]
Then we use the cosine law \( |x-x_0|^2 = D + \sigma^2 - 4\varepsilon^2 \sigma \) from (2.7), together with \( w_{0b} \sim e^{-2\varepsilon^2/\sigma} \) for \( \eta \gg 1 \) as obtained from (3.9b). In this way, (A.7) reduces to
\[
\log \left( \frac{u_\varepsilon}{u^\infty} \right) \sim \log \left( \frac{u_B}{u^\infty} \right) \sim e^{-2\varepsilon^2/\sigma}. \tag{A.8}
\]
Combining (A.8) and (A.5), and using the relation \( |x-x_0|^2 + 4\varepsilon^2 \sigma = D + \sigma^2 \) from (2.7), we obtain
\[
K_2 = c\varepsilon^{-2} \int_{\Omega \setminus \partial \Omega_p} (x_i - x_{0b})^2 e^{-|x-x_0|^2/(2\varepsilon^2)} e^{-2\varepsilon^2/\sigma} \, dx \\
= c\varepsilon^{-2} \int_{\Omega \setminus \partial \Omega_p} (x_i - x_{0b})^2 e^{-D/(2\varepsilon^2)} e^{-\sigma^2/(2\varepsilon^2)} \, dx. \tag{A.9}
\]
Since \( D \gg D_0 \) and \( x_i - x_{0b} \) is bounded in \( \Omega \setminus \partial \Omega_p \), we estimate
\[
|K_2| \ll c_1 \varepsilon^{-2} e^{-D_0/(2\varepsilon^2)} \int_{\Omega \setminus \partial \Omega_p} e^{-\sigma^2/(2\varepsilon^2)} \, dx, \tag{A.10}
\]
for some \( c_1 > 0 \) independent of \( \varepsilon \). If we choose \( 0 < p < 1 \) for the overlap region \( \partial \Omega_p \), then \( \sigma = \text{dist}(x, \partial \Omega) \gg O(\varepsilon) \). Consequently, for this range of \( p \), the integral in (A.10) decays exponentially as \( \varepsilon \to 0 \). Therefore, for \( 0 < p < 1 \), \( K_2 \) satisfies the required estimate in (A.1) and can be neglected.

Appendix B. Asymptotic evaluation of an integral

In this appendix we derive the expression for \( \lambda \) in Principal Result 3.2. To do so, we define \( t \geq 0 \) by
\[
t = \frac{1}{2\varepsilon^2} [D(s) - D_0] = \frac{D''_0}{4\varepsilon^2} (s - s_0)^2 + \frac{D''_0}{12\varepsilon^2} (s - s_0)^3 + \cdots. \tag{B.1}
\]
Here we have defined $D^{(k)}_f \equiv D^{(k)}(s_0)$ for $k \geq 1$. We then revert the series in (B.1) to obtain

$$s - s_0 = \pm a_1 \varepsilon t^{1/2} + a_2 \varepsilon^2 t + \cdots, \quad a_1 = \frac{2}{\sqrt{D_0}}, \quad a_2 = -\frac{2}{3} \frac{D''_f}{(D'_f)^2}. \quad (B.2)$$

Here a positive (negative) sign for the leading order term is taken when $s > s_0$ ($s < s_0$). We then expand $\mathcal{F}_e(s)$ in (3.49) in a Taylor series as $\mathcal{F}_e(s) = \mathcal{F}_{00} + \mathcal{F}'_{00}(s - s_0) + \mathcal{F}''_{00}(s - s_0)^2/2 + \varepsilon^2 \mathcal{F}_{10} + \cdots$. We then substitute (B.2) into this series and retain terms up to $O(\varepsilon^2)$. This yields

$$\mathcal{F}_e \sim \mathcal{F}_{00} \pm \varepsilon a_1 \mathcal{F}'_{00} t^{1/2} \pm \varepsilon^2 \left[ F_{10} + t \left( a_2 \mathcal{F}'_{00} + \frac{a_1^2}{2} \mathcal{F}''_{00} \right) \right] + \cdots. \quad (B.3)$$

Here we have labeled $\mathcal{F}^{(k)}_{00} = \mathcal{F}^{(k)}_{00}|_{x=x_0}$ for $k \geq 1$ and $\mathcal{F}_{j0} = \mathcal{F}_j|_{x=x_0}$ for $j = 0, 1$. Substituting (B.3) into (3.49), and by computing $ds$ in (3.49) from (B.2), we find after some algebra and cancellations that

$$\lambda \sim \frac{4e^{-4}}{\pi} e^{-D_0/(2\varepsilon)} \left[ (\varepsilon a_1 \mathcal{F}_{00} + \varepsilon^3 a_1 \mathcal{F}_{10}) \int_0^\infty \frac{e^{-t}}{\sqrt{t}} \, dt + \left( 3 \varepsilon^3 a_2 a_1 \mathcal{F}'_{00} + \frac{\varepsilon^3}{2} a_1^2 \mathcal{F}''_{00} \right) \int_0^\infty \sqrt{te^{-t}} \, dt \right]. \quad (B.4)$$

By evaluating the integrals in (B.4), and by using (B.2) for $a_1$ and $a_2$, we obtain the estimate for $\lambda$ in (3.51).

Finally, we derive the terms in (3.52). At $s = s_0$, where $D(s)$ is minimized, we have $\chi^2 = D_0/4$ and $e_s = e_\tau = 0$. Hence, from (3.48b), we readily obtain (3.52a). Next, we differentiate (3.48b) for $\mathcal{F}_0$ to obtain

$$\mathcal{F}'_0 = d'_s \chi^2 (e_i \cdot e_\tau) + 2 \chi \chi' d_i (e_i \cdot e_\tau) + d_i \chi^2 (e_i \cdot \partial_s e_\tau). \quad (B.5)$$

Then, by using $2 \chi' = -\kappa e_s \cdot d = 0$ and $\chi^2 = D_0/4$ at $s = s_0$, together with $\partial_s e_\tau = -\kappa e_s$, we can evaluate (B.5) at $s = s_0$ to get (3.52b). To calculate $\mathcal{F}''_{00}$ we differentiate (B.5) with respect to $s$. After a straightforward, but lengthy calculation, we obtain the result in (3.52c).

### Appendix C. Numerical solution of the metastable problem

Here we outline the numerical method used to solve (1.8) with initial data $u(x, 0) = u^\infty(x; x_0)$, where $u^\infty$ is the spike profile of (1.10). The domain is taken to be the rectangle $\Omega = \{(x, y) \mid 0 \leq x \leq L_x, \ 0 \leq y \leq L_y\}$.

The slow motion of the spike is due to the exponentially small interaction between $u^\infty$ and $\partial \Omega$. Since this interaction is difficult to resolve in the $u$-variable, we consider the following problem for $w(x, t) \equiv \log[u(x; t)]$:

$$w_t = \varepsilon^2 (\Delta w + w_x^2 + w_y^2) + w, \quad x \in \Omega, \ t > 0;$$
$$\partial_n w = 0, \quad x \in \partial \Omega; \quad w(x, 0) = \log[u^\infty(x; x_0(0))]. \quad (C.1)$$

For (C.1), the initial data is not exponentially small near the boundary.

One of the best low-cost numerical methods for linear parabolic equations $u_t = \Delta u + f(x, y)$ is the implicit method of alternating directions. Denote the numerical grid by $(i, j, k) = (ih_x, jh_y, k)$, $i = 0, \ldots, N_x; \ j = 0, \ldots, N_y$. The solution on the numerical grid is $u_{ijk}$, and the time step is $\tau$. The
second central difference operators in the x and y directions, respectively, are \( \Lambda_1 u_{ij} = h_x^{-2}(u_{i+1,j} - 2u_{ij} + u_{i-1,j}) \) and \( \Lambda_2 u_{ij} = h_y^{-2}(u_{ij+1} - 2u_{ij} + u_{ij-1}) \).

The stages for the numerical method are shown in Fig. C1. It contains the half-step \( \bar{t} = t + \tau/2 \).

Given \( u \) on the grid at time \( t \), one first computes, on the whole grid, the intermediate value \( \bar{u} \) at time \( \bar{t} \), using an implicit difference in the x direction and an explicit difference in the y direction.

The solution at the next integer time step \( \hat{t} = t + \tau \), denoted by \( \hat{u}_{ij} \), is implicit in the y direction and explicit in the x direction. In this way, we have

\[
\frac{2}{\tau} (\bar{u}_{ij} - u_{ij}) = \Lambda_1 \bar{u}_{ij} + \Lambda_2 u_{ij} + \bar{f}_{ij}, \quad \frac{2}{\tau} (\hat{u}_{ij} - \bar{u}_{ij}) = \Lambda_1 \bar{u}_{ij} + \Lambda_2 \hat{u}_{ij} + \hat{f}_{ij}.
\]

(C.2)

On each of the semi-steps in (C.2) a linear tridiagonal matrix system arises, which is efficiently solved with a tridiagonal solver. This fully implicit method is unconditionally stable with truncation error \( O(\tau^2 + h_x^2 + h_y^2) \).

To treat the nonlinear problem (C.1) numerically, we use an explicit-implicit modification of this method. On each semi-step, the nonlinear terms are computed explicitly, while the other terms are kept fixed:

\[
\frac{2}{\tau} (\bar{w}_{ij} - w_{ij}) = \varepsilon^2 \left( \Lambda_1 \bar{w}_{ij} + \Lambda_2 w_{ij} + \frac{w_{i+1,j} - w_{i-1,j}}{2h_x} \right)^2 + \frac{w_{ij+1} - w_{ij-1}}{2h_y} + w_{ij}, \\
\frac{2}{\tau} (\hat{w}_{ij} - \bar{w}_{ij}) = \varepsilon^2 \left( \Lambda_1 \bar{w}_{ij} + \Lambda_2 \bar{w}_{ij} + \frac{\bar{w}_{i+1,j} - \bar{w}_{i-1,j}}{2h_x} \right)^2 + \frac{\bar{w}_{ij+1} - \bar{w}_{ij-1}}{2h_y} + \bar{w}_{ij}.
\]

The condition \( \partial_w v = 0 \) on the rectangle boundary is approximated by introducing auxiliary additional sets of grid points with \( i = -1, j = -1, i = N_x + 1 \) and \( j = N_y + 1 \) respectively, and by setting the solution values at these auxiliary grid points to be equal to the solution values at points symmetric with respect to the boundary.
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