Metastability in reversible diffusion processes I.
Sharp asymptotics for capacities and exit times
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Abstract. We develop a potential theoretic approach to the problem of metastability for reversible diffusion processes with generators of the form $-\epsilon \Delta + \nabla F(\cdot) \nabla$ on $\mathbb{R}^d$ or subsets of $\mathbb{R}^d$, where $F$ is a smooth function with finitely many local minima. In analogy to previous work on discrete Markov chains, we show that metastable exit times from the attractive domains of the minima of $F$ can be related, up to multiplicative errors that tend to one as $\epsilon \downarrow 0$, to the capacities of suitably constructed sets. We show that these capacities can be computed, again up to multiplicative errors that tend to one, in terms of local characteristics of $F$ at the starting minimum and the relevant saddle points.

As a result, we are able to give the first rigorous proof of the classical Eyring–Kramers formula in dimension larger than 1. The estimates on capacities make use of their variational representation and monotonicity properties of Dirichlet forms. The methods developed here are extensions of our earlier work on discrete Markov chains to continuous diffusion processes.
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1. Introduction

In this paper and a follow-up paper [BGK] we investigate reversible diffusion processes $X_\epsilon(t)$, given as solutions of an Itô stochastic differential equation

$$dX_\epsilon(t) = -\nabla F(X_\epsilon(t))dt + \sqrt{2\epsilon}dW(t) \quad (1.1)$$
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on a regular domain $\Omega \subseteq \mathbb{R}^d$, where the drift $\nabla F$ is generated by a potential function that is sufficiently regular. We are interested in the case when the function $F(x)$ has several local minima. We always assume that $X_t$ is killed on $\Omega^c$ if it exists.

This problem is a special case of the more general class of small random perturbations of dynamical systems studied since the early 1970s by Freidlin and Wentzell (see their standard text [FW]). Using large deviation methods. However, investigations into this problem can be traced back much further in the physical and chemical literature [Ey, Kra]. One of the earliest textbook sources is the book by Eyring et al. [GLE]. Typical questions related to this problem are:

- What are the typical times to reach the neighborhoods of minimum $a$ starting from a minimum $b$ of the function $F$? (average, distribution).
- What are typical paths for such a process?
- What is the nature of the low-lying spectrum of the generator of this process? What are the eigenfunctions associated to small eigenvalues?

It should come as no surprise that these questions are well understood on a qualitative level. However, there is at present still a considerable gap between mathematically rigorous and heuristic results. Rigorous results are mostly based on the theory of large deviations developed in this context by Freidlin and Wentzell. They are very flexible and apply in a variety of situations well beyond the setting of (1.1). However, they yield generally only rough asymptotic estimates in the parameter $\epsilon$ ("logarithmic equivalence") for exponentially small (or large) quantities such as escape times or small eigenvalues. A second, very natural approach that was initiated very early in the physical and chemical literature is based on what is called semi-classical analysis or WKB-theory (for a very recent review on these methods, see e.g. [Kolo]). These methods provide formal asymptotic series expansions in $\epsilon$ and can be seen as an infinite-dimensional version of the saddle point method. In many cases, such expansions can today be justified by what has become to be called microlocal analysis, which was mainly developed to solve quantum mechanical tunneling problems [HS1, HS2, HS3, HS4]. Unfortunately, the stochastic tunneling problem between potential wells corresponds to a particularly intricate quantum mechanical problem, called “tunneling through non-resonant wells”. In this situation, classical WKB theory breaks down, since it is not possible to find a global solution based on a single power-series ansatz. On a formal level, these problems can be solved using matched series expansions where different ansätze in different domains are matched in overlapping regions to determine coefficients (see in particular [MatSch, BuMa1, BuMa2, MST]). Justifying these expansions is, however, far from trivial and constitutes, as Kolokoltsov [Kolo] points out, “one of the main and still open questions of the theory”, except in the case $d = 1$ where considerable simplifications occur [KoMak, BuMa1, BuMa2, KN]. Indeed, while it appears clear that the methods introduced in the third paper on quantum mechanical tunneling by Helffer and Sjöstrand [HS3] should in principle allow solving this problem, this program has not been carried out in this context yet.

Here we take a new look at this old problem using neither large deviations nor semi-classical expansions, but some rather classical ideas from potential theory. The deep connection between Markov processes and potential theory has been well known since at least the work of Kakutani [Kaku] and is the subject of numerous textbooks (see in par-
ticular the fundamental monograph by Doob [Doo]). This connection has found numerous and widespread applications (see e.g. [DS, Szni] and references therein).

The particular approach we present here is distinguished by the fact that it largely avoids the attempt to solve the boundary value problems that arise in this connection by straightforward PDE methods, but tries to reduce most problems to that of the computation of Newtonian capacities which are then estimated using variational principles and monotonicity properties. In this, it is close in spirit to the “electric network” approach used extensively in the study of recurrence and transience properties of Markov chains [NS, DS]. This approach to the metastability problem was initiated in fact in two preceding papers [BEGK1, BEGK2] in the context of discrete Markov chains, including, in particular (in [BEGK1]), discrete versions of (1.1). In fact, the discrete setting offers (as we shall point out in due place) several advantages for this approach and makes it appear probabilistically much more transparent than in the diffusion setting. We suspect that this may have been the reason why the ideas to study the spectral problem of generators of Markov chains presented in the 1973 paper of Wentzell [Wen] and that are somewhat similar to our approach have apparently not been developed in the direction we are going. While the diffusion case makes probabilistic interpretations more complicated, the present paper may clarify our approach as it forces us to develop in much more detail the fundamental potential theoretic background from a purely analytic point of view. Let us mention that in our view the approach presented here offers two main advantages over the microlocal approach. First, it is technically considerably simpler, as we hope these papers will demonstrate, and second, it is more flexible and can be applied in a broad range of discrete and continuous Markov processes. Its drawback, on the other hand, is that it may not readily be extended to yield systematic asymptotic expansions to all orders in \( \epsilon \). Also, we make strong use of the fact that we are investigating a stochastic (or substochastic) operator, and our method cannot be extended to arbitrary elliptic operators.

We will now formulate our assumptions on \( F \) in a precise way.

**Assumptions (H.1)**

(i) \( F \in C^3(\Omega), \Omega \subseteq \mathbb{R}^d \) open and connected.

(ii) If \( \Omega \) is unbounded, then

(ii.1) \( \liminf_{x \to \infty} |\nabla F(x)| = \infty \), and

(ii.2) \( \liminf_{x \to \infty} (|\nabla F(x)| - 2\Delta F(x)) = \infty \).

For any two sets \( A, B \subseteq \Omega \), define the height of the saddle between \( A \) and \( B \) by

\[
\widehat{F}(A, B) \equiv \inf_{\omega : \omega(0) \in A, \omega(1) \in B} \sup_{t \in [0, 1]} F(\omega(t)),
\]

(1.2)

where the infimum is over all continuous paths \( \omega \) in \( \Omega \).

**Remark.** Condition (H.1) ensures that the resolvent of the generator \( L_\epsilon \) is compact for \( \epsilon \) sufficiently small. Moreover, it implies that \( F \) has exponentially tight level sets in the sense that for all \( a \in \mathbb{R} \),

\[
\int_{y : F(y) \geq a} e^{-F(y)/\epsilon} \, dy \leq Ce^{-a/\epsilon},
\]

(1.3)

where \( C = C(a) < \infty \) is uniform in \( \epsilon \leq 1 \).
In the following, the notion of saddle points of $F$ will be crucial. The set of saddle points is intuitively the subset of the set $\mathcal{G}(A, B) = \{ z : F(z) = \hat{F}(A, B) \}$ that cannot be avoided by any paths $\omega$ that try to stay as low as possible. In general we have to define this set as follows:

**Definition 1.1.** Let $\mathcal{P}(A, B)$ denote the set of minimal paths from $A$ to $B$,

$$
\mathcal{P}(A, B) \equiv \{ \omega \in C([0, 1], \Omega) : \omega(0) \in A, \ \omega(1) \in B, \ \sup_{t \in [0, 1]} F(\omega(t)) = \hat{F}(A, B) \}.
$$

(1.4)

A gate $G(A, B)$ is a minimal subset of $\mathcal{G}(A, B)$ with the property that all minimal paths intersect $G(A, B)$. Note that $G(A, B)$ is in general not unique. Then the set $\mathcal{S}(A, B)$ of saddle points is the union over all gates $G(A, B)$.

To avoid complications that are not our main concern here, we will make the general assumption that all saddle points we will deal with are non-degenerate in the following sense:

**Assumption (ND)**

(o) The set, $\mathcal{M}$, of local minima of $F$ is finite, and for any two local minima $x, y$ of $F$, the set $G(x, y)$ is uniquely defined and consists of a finite set of isolated points $z^*_i(x, y)$.

(i) The Hessian matrix of $F$ at all local minima $x_i \in \mathcal{M}$ and all saddle points $z^*_i$ is non-degenerate (i.e. has only non-zero eigenvalues).

When dealing with domains $\Omega$ with non-empty boundary we will encounter situations where saddle points in $\partial \Omega$ are relevant. While this does not lead to serious problems per se, there appears rather naturally a great variety of cases that makes the formulation of general results rather cumbersome. We prefer to avoid having to discuss these issues by dealing exclusively with situations in which the boundary is never reached by the process, i.e. we make the further

**Assumption (IB).** For any sequence of points $x_i \in \Omega$ such that $\lim_{i \uparrow \infty} x_i \in \partial \Omega$, $\lim_{i \uparrow \infty} F(x_i) = \infty$.

Assumptions (H1), (ND), and (IB) will be assumed to hold throughout this paper.

**Remark.** For many of the results of this paper, these conditions can be relaxed considerably. In particular, one may consider functions $F = F_\epsilon$ depending on $\epsilon$, and one may also consider cases with infinitely many minima. This may, however, lead to different questions and different results, and we prefer to explain our methods in a simple and well-confined setting.

Our main interests are the distribution of stopping times

$$
\tau_A \equiv \inf \{ t > 0 : X(t) \in A \}
$$

(1.5)

for the process starting at one minimum, say $x \in \mathcal{M}$, of $F$, when $A = B_\rho(y)$ is a small ball of radius $\rho$ around another minimum, $y \in \mathcal{M}$. It will actually become apparent that
the precise choice of the hitting set is often not important, and that the problem is virtually
equivalent to considering the escape from a suitably chosen neighborhood of \( x \), provided
this neighborhood contains the relevant \textit{saddle points} connecting \( x \) and \( y \).

In this paper we will study the mean values of such stopping times. Our approach will
consist of two distinct steps:

(i) Using variational principles, we will give very sharp estimates on some relevant \textit{cap-
cacities}.
(ii) We will then show that the expected times of interest can be expressed in terms of
these capacities and \textit{equilibrium potentials}.

In the follow-up paper \[BGK\] we will consider the associated spectral problems. A corol-
lary will then show that metastable exit times have an asymptotically exponential distribu-
tion.

To be able to state our results, we need to recall a number of key concepts from
potential theory which will allow us to establish some notation.

2. Some basic background on potential theory

In this section we collect notations and formulas from potential theory that will be used
throughout the paper. All of these results are standard and can be found in the classical
textbooks on potential theory, e.g. \[BluGet\] [Doo] [Szn].

The generators of our diffusion processes are linear elliptic operators \( L_\epsilon \) of the form
\[
L_\epsilon = -\epsilon e^{F(\cdot)/\epsilon} \nabla e^{-F(\cdot)/\epsilon} \nabla = -\epsilon \Delta + (\nabla F(\cdot), \nabla)
\] (2.1)
defined (a priori) on \( C^2(\Omega) \), where \( \Omega \subseteq \mathbb{R}^d \), and \( F \in C^2(\Omega) \). The set \( \Omega \), and in fact
all subsets of \( \mathbb{R}^d \) that we will consider in this paper will be regular (a set \( A \subseteq \mathbb{R}^d \) is
called regular if its complement is a region with continuously differentiable boundary).

By construction, \( L_\epsilon \) is symmetric on \( L^2(\Omega, e^{-F(x)/\epsilon} dx) \) with Dirichlet boundary condi-
tions on \( \Omega^c \).

\textbf{Green’s function.} Consider for \( \lambda \in \mathbb{C} \) the Dirichlet problem
\[
(L_\epsilon - \lambda) f(x) = g(x), \quad x \in \Omega, \\
f(x) = 0, \quad x \in \Omega^c.
\] (2.2)
The associated Dirichlet Green function \( G_\Omega^\lambda(x, y) \) is the kernel of the inverse of the oper-
ator \( L_\epsilon - \lambda \), i.e. for any \( g \in C_0(\Omega) \),
\[
f(x) = \int_\Omega G_\Omega^\lambda(x, y) g(y) dy.
\] (2.3)

Note that the Green function is symmetric with respect to the measure \( e^{-F(x)/\epsilon} dx \), i.e.
\[
G_\Omega^\lambda(x, y) = e^{-F(y)/\epsilon} G_\Omega^\lambda(y, x) e^{F(x)/\epsilon}.
\] (2.4)
Recall that the spectrum of $L_\epsilon$ (more precisely the Dirichlet spectrum of the restriction of $L_\epsilon$ to $\Omega$, which we will sometimes denote by $L_\epsilon^2$) is the complement of the set of values $\lambda$ for which $G_\Omega^L$ defines a bounded operator.

**Poisson kernel.** Consider for $\lambda \in \mathbb{C}$ the boundary value problem

$$
\begin{aligned}
(L_\epsilon - \lambda) f(x) &= 0, \quad x \in \Omega, \\
f(x) &= \phi(x), \quad x \in \Omega^c.
\end{aligned}
$$

(2.5)

We denote by $H_\Omega^L$ the associated solution operator which can be represented in the form

$$
f(x) = (H_\Omega^L \phi)(x) = -\epsilon \int_{\partial \Omega} e^{-(F(y)-F(x))/\epsilon} \phi(y) \hat{n}(y) G_\Omega^L(y,x) \, d\sigma(y),
$$

(2.6)

where $d\sigma$ denotes the Euclidean surface measure on $\partial \Omega$, and $\hat{n}(y)$ denotes the derivative in the direction of the exterior normal vector to $\partial \Omega$ at $y$, acting on the first argument of the function $G_\Omega^L(y,x)$.

The relation between the operator $H_\Omega^L$ and the Green function (2.6) is a consequence of the two Green identities that here take the form

$$
\int_{\Omega} dx \, e^{-F(x)/\epsilon} (\epsilon \nabla \phi(x) \cdot \nabla \psi(x) - \psi(x) (L_\epsilon \phi)(x))
= \epsilon \int_{\partial \Omega} e^{-F(x)/\epsilon} \psi(x) \hat{n}(x) \phi(x) \, d\sigma(x)
$$

(first Green identity) and

$$
\int_{\Omega} e^{-F(x)/\epsilon} \, dx \, (\phi(x) (L_\epsilon - \lambda) \psi(x) - \psi(x) (L_\epsilon - \lambda) \phi(x))
= \epsilon \int_{\partial \Omega} e^{-F(x)/\epsilon} (\psi(x) \hat{n}(x) \phi(x) - \phi(x) \hat{n}(x) \psi(x)) \, d\sigma(x)
$$

(second Green identity), where $\phi, \psi \in C^2(\Omega)$.

**Equilibrium potential and equilibrium measure.** Let $A, D \subset \mathbb{R}^d$ be regular and such that $(A \cup D)^c \subset \text{dom}(F)$. Then the equilibrium potential (of the capacitor $(A, D)$), $h_{A,D}^\lambda$, is defined as the solution of the Dirichlet problem

$$
\begin{aligned}
(L_\epsilon - \lambda) h_{A,D}^\lambda(x) &= 0, \quad x \in (A \cup D)^c, \\
h_{A,D}^\lambda(x) &= 1, \quad x \in A, \\
h_{A,D}^\lambda(x) &= 0, \quad x \in D.
\end{aligned}
$$

(2.9)

Note that (2.9) has a unique solution provided $\lambda$ is not in the spectrum of $L_\epsilon^{(A \cup B)^c}$.

The equilibrium measure, $e_{A,D}^\lambda$, is defined as the unique measure on $\partial A$ such that

$$
h_{A,D}^\lambda(x) = \int_{\partial A} G_{D^c}^L(x,y) e_{A,D}^\lambda(dy).
$$

(2.10)
If we consider $L_\epsilon$ as a map from $H^n(\Omega)$ to $H^{n-2}(\Omega)$, (2.10) may also be written as

$$e^{\lambda} \Lambda_D(dy) = (L_\epsilon - \lambda) h_{A,D}(y).$$

(2.11)

where of course both sides are to be interpreted as measures equipped with the weak topology. A simple computation using the second Green identity and the Poisson kernel representation (2.6) allows us to compute the right hand side of (2.11) as

$$(L_\epsilon - \lambda) h_{A,D}(x) = \epsilon \partial_n(x) h_{A,D}(x) d\sigma_{A \cup D}(x) - \lambda \| A \| dx.$$

(2.12)

Capacity. Given a capacitor, $(A,D)$, and $\lambda \in \mathbb{R}$, the $\lambda$-capacity of the capacitor is defined as

$$\text{cap}_\lambda A(D) \equiv \int_{\partial A} e^{-F(y)/\epsilon} e^{\lambda} \Lambda_D(dy).$$

(2.13)

Using (2.12) and the second Green identity, one deduces from (2.13) that

$$\text{cap}_\lambda A(D) = \epsilon \int_{(A \cup D)^c} x e^{-F(x)/\epsilon} \left[ \| \nabla h_{A,D}(x) \|^2_2 - \frac{\lambda}{\epsilon} (h_{A,D}(x))^2 \right] \equiv \Phi^\lambda_{(A \cup D)^c}(h_{A,D}).$$

(2.14)

$\Phi^\lambda_{(A \cup D)^c}$ is called the Dirichlet form (or energy) for the operator $L_\epsilon - \lambda$ on $\Omega$.

A fundamental consequence of (2.14) is the variational representation of the capacity if $\mathbb{R} \ni \lambda \leq 0$, namely

$$\text{cap}_\lambda A(D) = \inf_{h \in \mathcal{H}_{A,D}} \Phi^\lambda_{(A \cup D)^c}(h).$$

(2.15)

where $\mathcal{H}_{A,D}$ denotes the set of functions

$$\mathcal{H}_{A,D} \equiv \{ h \in W^{1,2}(\Omega) : h(x) = 0 \text{ for } x \in D, h(x) = 1 \text{ for } x \in A \}. (2.16)$$

where $W^{k,n}(\Omega)$ denotes the space of $k$-times weakly differentiable functions whose derivatives of order $\leq k$ are in $L^n(\Omega)$.

Probabilistic interpretation: equilibrium potential. Note that $L_\epsilon$ generates a Markov diffusion process $X_\epsilon(t)$ on $\Omega$ (killed on $\partial \Omega$). If $\lambda = 0$, the equilibrium potential has a natural probabilistic interpretation in terms of hitting probabilities of this process, namely,

$$h_{A,D}(x) \equiv h_{A,D}^0(x) = \mathbb{P}_x[\tau_A < \tau_D].$$

(2.17)

The equilibrium measure also has an interpretation, namely

$$\Lambda_{A,D}(dy) = \lim_{t \to 0} t^{-1} \mathbb{E}_x[\mathbb{P}_{X_\epsilon(t)}[\tau_D < \tau_A]dy.$$}

(2.18)

(see e.g. [Szni, Section 2.3]). While this gives in principle a probabilistic interpretation of the capacity as well, this is much less useful than in the discrete space, discrete time setting (see [BEGK2]).

If $\lambda < 0$, the equilibrium potential still has a probabilistic interpretation in terms of the substochastic process $X_\lambda^t(t)$ obtained by killing the process $X_\epsilon(t)$ with rate $-\lambda$ (and on $\partial \Omega$). If $\tau$ denotes the time when $X_\lambda^t$ is killed, we have

$$h_{A,D}(x) = \mathbb{P}_x^\lambda[\tau_A < \tau \wedge \tau_D].$$

(2.19)
More importantly, for general $\lambda$ we have

$$h^{\lambda}_{A,D}(x) = \mathbb{E}_x e^{\lambda \tau_A} \mathbb{1}_{\tau_A < \tau_D} \tag{2.20}$$

for $x \in (A \cup D)^c$, whenever the right-hand side exists, so that $h^{\lambda}$ can be seen as the Laplace transform of the hitting time $\tau_A$ of the process starting at $x$ and killed in $D$.

Note that (2.20) implies that

$$\frac{d}{d\lambda} h^{\lambda=0}_{A,D}(x) = \mathbb{E}_x \tau_A \mathbb{1}_{\tau_A < \tau_D}. \tag{2.21}$$

Differentiating the defining equation of $h^{\lambda}_{A,D}$ then implies that the function

$$w^{\lambda}_{A,D}(x) = \begin{cases} \mathbb{E}_x \tau_A \mathbb{1}_{\tau_A < \tau_D}, & x \in (A \cup D)^c, \\ 0, & x \in A \cup D, \end{cases} \tag{2.22}$$

solves the inhomogeneous Dirichlet problem (to simplify notation, we set from now on $h_{A,D} \equiv h^{0}_{A,D}$, etc.)

$$L_{\epsilon} w^{\lambda}_{A,D}(x) = h^{\lambda}_{A,D}(x), \quad x \in (A \cup D)^c, \quad w^{\lambda}_{A,D}(x) = 0, \quad x \in A \cup D. \tag{2.23}$$

Therefore, the mean hitting time in $A$ of the process killed in $D$ can be represented in terms of the Green function as

$$\mathbb{E}_x \tau_A \mathbb{1}_{\tau_A < \tau_D} = \int_{(A \cup D)^c} dy G_{(A \cup D)^c}(x, y) h_{A,D}(y). \tag{2.24}$$

Note that in the particular case when $D = \emptyset$, we get the familiar Dirichlet problem

$$L_{\epsilon} w_{A}(x) = 1, \quad x \in A^c, \quad w_{A}(x) = 0, \quad x \in A, \tag{2.25}$$

and the representation

$$\mathbb{E}_x \tau_A = \int_{A^c} dy G_{A^c}(x, y). \tag{2.26}$$

The full beauty of all this comes out when combining (2.10) with (2.24), resp. (2.26). Namely, let $B_{\rho}(x)$ be the ball of radius $\rho$ centered at $x$. Then, by Fubini’s theorem,

$$\int_{\partial B_{\rho}(x)} e^{-F(z)/\epsilon} \mathbb{E}_z \tau_A e^{B_{\rho}(x)}(dz) = \int_{A^c} dy e^{-F(y)/\epsilon} \int_{\partial B_{\rho}(y)} G_{A^c}(y, z) e^{B_{\rho}(y)}(dz)$$

$$= \int_{A^c} dy e^{-F(y)/\epsilon} h_{B_{\rho}(y)}(y) \tag{2.27}$$
and

\[
\int_{B_\rho(x)} e^{-F(z)/\epsilon} \mathbb{E}_x \tau_{A \cup D} e_{B_\rho(x), A \cup D}(d z) = \int_{(A \cup D)^c} dy e^{-F(y)/\epsilon} h_{B_\rho(x), A \cup D}(y) h_{A, D}(y). \tag{2.28}
\]

Notice that in the case of discrete Markov processes, we can replace the ball \(B_\rho(x)\) by
the single point \(x\). In that case (2.27) and (2.28) yield directly formulae for mean hitting times in terms of capacities and equilibrium potentials. In this context they provided the basis for connecting in a precise way capacities and mean exit times, and, ultimately, eigenvalues of \(L_\epsilon\) [BE.2]. In the diffusion case, the usefulness of these equations will become apparent only when we have some a priori regularity estimates for the mean times as functions of the starting point.

3. Results

We are now ready to state the main results of this paper. The basis for the success of our approach is the fact that capacities can be estimated very sharply.

**Theorem 3.1.** Assume that \(A, B \subset \mathbb{R}^d\) are closed and

(i) \(\text{dist}(S(A, B), A \cup B) \geq \delta > 0\) for some \(\delta\) independent of \(\epsilon\),
(ii) both \(A\) and \(B\) contain a closed ball of radius at least \(\epsilon\).

Then, if \(S(A, B) = \{z_1^*, \ldots, z_n^*\}\),

\[
\text{cap}_A(B) = e^{-F(z^*(x, y))/\epsilon} \sum_{i=1}^{k} \frac{|\lambda_1^*(z_i^*)|}{\sqrt{\det(\nabla^2 F(z_i^*))}} (1 + O(\sqrt{\epsilon |\ln \epsilon|})), \tag{3.1}
\]

where \(\lambda_1^*(z_i^*)\) denotes the negative eigenvalue of the Hessian at \(z_i^*\).

**Remark.** In cases when some saddle points are degenerate, one can also obtain precise, but somewhat less explicit expressions, as will be clear from the proof.

Our next result concerns the mean metastable exit times from a minimum \(x_i\).

**Theorem 3.2.** Let \(x_i\) be a minimum of \(F\) and let \(D\) be any closed subset of \(\mathbb{R}^d\) such that:

(i) \(\text{dist}(S(x_i, M_i), D) \geq \delta > 0\) for some \(\delta\) independent of \(\epsilon\),
(ii) \(\text{dist}(S(x_i, M_i), D) \geq \delta > 0\) for some \(\delta\) independent of \(\epsilon\).

Then

\[
\mathbb{E}_{x_i, \tau_D} = \frac{2\pi e^{F(z^*)(-F(x_i))}}{\sqrt{\det(\nabla^2 F(x_i))}} \sum_{j=1}^{k} \frac{|\lambda_1^*(z_j^*)|}{\sqrt{\det(\nabla^2 F(z_j^*))}} (1 + O(\sqrt{\epsilon |\ln \epsilon|})). \tag{3.2}
\]
Remark. In the case when there is a single saddle point \( z^* \), this reduces to the classical Eyring formula \([GLE, MS1]\)

\[
E_{x_i} \tau_D = \frac{2\pi}{|\lambda_1(z^*)|} \sqrt{|\det(\nabla^2 F(z^*))|} e^{[F(z^*)-F(x)]/\epsilon} (1 + O(\epsilon^{-1/2} |\ln \epsilon|)). \tag{3.3}
\]

Note that the coefficient \( 2\pi \) differs from the \( \pi \) that is found in \([MS1]\) by a factor 2 since we consider the transition through, and not just the arrival at the saddle point.

4. Some useful tools and a priori estimates

This section collects a number of tools and a priori estimates that extend the simple probabilistic instruments used in the discrete context of \([BEGK2]\) to the diffusion setting.

Regularity estimates. To be able to pass from the discrete setting of \([BEGK1, BEGK2]\) to the setting of diffusion processes, we will need some a priori control on the regularity properties of solutions of the Dirichlet problems introduced before. Fortunately, this theory is well developed in the general setting of second order linear elliptic differential equations, and we can draw on standard results.

The following two key lemmata are taken from \([GT]\), more precisely Corollaries 9.24 and 9.25. They concern second order elliptic operators \( L = a_{ij}(x)D_{ij} + b_i(x)D_i + c(x) \), where \( a_{ij} \in C^0(\Omega), b_i, c \in L^\infty(\Omega) \). Assume that

\[
\Lambda(\xi, \xi) \geq (\xi, a(x)\xi) \geq \lambda(\xi, \xi) > 0 \quad \forall \xi \in \mathbb{R}^d, \tag{4.1}
\]

let moreover \( \gamma = \Lambda / \lambda, \) and choose \( \nu \) such that \( (\|b\|/\lambda)^2 \leq \nu \), and \( |c|/\lambda \leq \nu \). Let \( W^{2,n}(\Omega) \) denote the Banach space of two-times (weakly) differentiable functions whose derivatives of order \( \leq 2 \) are in \( L^n(\Omega) \).

**Lemma 4.1** (Corollary 9.25 in \([GT]\)). If \( u \in W^{2,n}(\Omega) \) is positive and satisfies \( Lu = 0 \) in \( \Omega \), then for any ball \( B_{2R}(y) \subset \Omega \)

\[
\sup_{z \in B_R(y)} u(z) \leq C \inf_{z \in B_R(y)} u(z), \tag{4.2}
\]

where the constant \( C = C(n, \gamma, \nu R^2) < \infty \) depends only on \( \gamma \) and \( \nu R^2 \).

**Lemma 4.2** (Corollary 9.24 in \([GT]\)). If \( u \in W^{2,n}(\Omega) \) is positive and satisfies \( Lu = f \) in a ball \( B_{R_0}(x) \), then for any ball \( B_R(x), R \leq R_0 \),

\[
\text{osc}_{B_R(x)} u \leq C \left( \frac{R}{R_0} \right)^{\alpha} (\text{osc}_{B_{R_0}(x)} u + R_0 \| f - cu \|_{L^n(\Omega)}), \tag{4.3}
\]

where \( \text{osc}_A u \equiv \sup_A u - \inf_A u \) and the constants \( \alpha = \alpha(n, \gamma, \nu R_0^2) > 0 \) and \( C = C(n, \gamma, \nu R_0^2) < \infty \) depend only on \( \gamma \) and \( \nu R_0^2 \).
The way we will use these lemmata is to consider domains depending on $\epsilon$ chosen in such a way that the numerical constants $C$ and $\alpha$ are independent of $\epsilon$. Since for the operator $L_\epsilon$ we have $\Lambda = \lambda = \epsilon$, it follows that $\gamma = 1$, and we can choose $\nu = \epsilon^{-2} \sup_{y \in \Omega} \|\nabla F(y)\|_\infty^2$.

An analytic renewal estimate. In this section we consider only the case $\lambda \equiv 0$ and we omit the superscript 0. One of the most useful formulas applied in our analysis of discrete Markov chains is the renewal equation

$$P_x[\tau_A < \tau_D] = \frac{P_x[\tau_A < \tau_{D,x}]}{P_x[\tau_{A \cup D} < \tau_x]} \tag{4.4}$$

obtained from decomposing the event $\{\tau_A < \tau_D\}$ according to whether the process visits $x$ before going to $A$ or not and using the Markov property. While this formula is still true in the diffusion case (if $d > 1$), it is useless, since the denominator equals one and the numerator equals the left-hand side. A natural idea in this situation would be to decompose not according to whether the starting point $x$ is revisited, but whether a suitably chosen small neighborhood of $x$ is revisited after a suitably chosen short time, or not (in analogy to the probabilistic representation of capacity). However, any such procedure runs quickly into problems, as it is impossible to obtain an exact renewal argument.

Fortunately, it is rather easy to obtain a useful analogue of (4.4) by purely analytic considerations. In fact we will prove the following proposition:

**Proposition 4.3.** Let $A, D$ be disjoint closed sets whose complements are regular, and let $x \in (A \cup D)^c$ be such that $\text{dist}(x, A \cup D) > c \epsilon$. Let $B_\rho(x)$ denote the ball of radius $\rho$ centered at $x$. Then for any $\rho \leq \epsilon c < \infty$, there exists a finite positive constant (depending only on $c$ and on the value of $\|\nabla F(x)\|_\infty$) such that

$$h_{A,D}(x) \leq C \frac{\text{cap}_{B_\rho(x)}(A)}{\text{cap}_{B_\rho(x)}(D)}. \tag{4.5}$$

**Proof.** We begin by proving the following lemma.

**Lemma 4.4.** With the notation of the proposition,

$$h_{A,D}(x) \leq \sup_{z \in \partial B_\rho(x)} G_{(A \cup D)^c}(z, x) e^{F(x)/\epsilon} \int_{B_\rho(x)} e^{-F(y)/\epsilon} e_{D \cup B_\rho(x), A}(dy), \tag{4.6}$$

$$h_{A,D}(x) \geq \inf_{z \in \partial B_\rho(x)} G_{(A \cup D)^c}(z, x) e^{F(x)/\epsilon} \int_{B_\rho(x)} e^{-F(y)/\epsilon} e_{D \cup B_\rho(x), A}(dy), \tag{4.6}$$

where $e_{A \cup D, B_\rho(x)}$ is the equilibrium measure defined in (2.10).

**Proof.** Let $\Omega$ be a regular domain, and let $f$ be a function defined on $\partial \Omega$. Recall that the operator $H_\Omega \equiv H^0_{\Omega, \epsilon}$ defined in (2.6) can be seen as mapping a function $f$ defined on $\partial \Omega$ to a harmonic function (with respect to the operator $L_\epsilon$) on $\Omega$. We call $H_\Omega f$ the harmonic extension of $f$. 
Choosing \( \Omega \equiv (A \cup D)\c \), we see that the equilibrium potential \( h_{A,D} \) has the mean-value property
\[
h_{A,D}(x) = H_{(A \cup D)\c} h_{A,D}(x). \tag{4.7}
\]
Now let \( C \subset (A \cup D)\c \) be a regular neighborhood of \( x \). Since \( h_{A,D} \cup C \) and \( h_{A,D} \) coincide on \( \partial (A \cup D) \), it is obvious that
\[
h_{A,D} = H_{(A \cup D)\c} h_{A,D} \cup C \tag{4.8}
\]
on \( (A \cup D \cup C)\c \). Using the first Green identity (2.7) for \( \Omega = \Gamma \equiv (A \cup D \cup C)\c \), \( \phi \equiv G_{(A \cup D)\c}(x, \cdot) \) and \( \psi \equiv h_{A,D} \cup C \), we get
\[
H_{(A \cup D)\c} h_{A,D} \cup C(x) = -e \int_{\partial (A \cup D)\c} e^{(F(x) - F(y))/\epsilon} h_{A,D} \cup C(y) d\sigma_{A \cup D}(y) \\
= -e \int_{\partial C} e^{(F(x) - F(y))/\epsilon} G_{(A \cup D)\c}(y, x) e^{F(x)/\epsilon} \int_{B_\rho(x)} e^{-F(y)/\epsilon} e^{A \cup B, C}(dy), \tag{4.9}
\]
where \( n(y) \) is the inner unit normal at \( y \in \partial (A \cup D \cup C) \). Here we have used the fact that \( h_{A,D} \cup C \) vanishes on \( \partial C \) and that the Green function vanishes when \( x \in \partial (A \cup D) \). The last equality follows from (2.12) together with (2.11).

We now choose \( C \equiv B_\rho(x) \). If we could replace \( G_{(A \cup D)\c}(y, x) \) by a constant value on \( \partial B_\rho(x) \), we could extract this value from the integral; the remaining integral would then be some partial capacity. In fact, in the discrete case we could choose instead of the ball \( B_\rho(x) \) just the point \( x \), and then this problem was absent, and we would readily get (4.4). In the present situation we still get two bounds, namely
\[
h_{A,D}(x) \geq -\sup_{z \in \partial B_\rho(x)} G_{(A \cup D)\c}(z, x) e^{F(x)/\epsilon} \int_{\partial B_\rho(x)} e^{-F(y)/\epsilon} e^{A \cup B, C}(dy), \tag{4.10}
\]
\[
h_{A,D}(x) \leq -\inf_{z \in \partial B_\rho(x)} G_{(A \cup D)\c}(z, x) e^{F(x)/\epsilon} \int_{\partial B_\rho(x)} e^{-F(y)/\epsilon} e^{A \cup B, C}(dy).
\]
But, trivially, \( h_{A \cup B, C} = 1 - h_{C \cup A \cup B} \), and hence, by (2.11) with \( \lambda = 0 \), \( -e_{A \cup B, C} = e_{C \cup A \cup B} \), which implies (4.6). \( \square \)

At this point it is clear that we will need to be able to control the Green function near the diagonal. Before turning to these estimates, we bring (4.10) in a slightly more suitable form. Namely we will show that

**Lemma 4.5.** In the situation of the previous lemma,
\[
h_{A,D}(x) \leq \sup_{z \in \partial B_\rho(x)} G_{(A \cup D)\c}(z, x) e^{F(x)/\epsilon} \text{cap}_{B_\rho(x)}(A). \tag{4.11}
\]
Proof. By (2.18), it is obvious that $e_{D \cup B_{\rho}(x), A}(dy) \leq e_{B_{\rho}(x), A}(dy)$. But then
\[
\int_{\partial B_{\rho}(x)} e^{-F(y)/\epsilon} e_{D \cup B_{\rho}(x), A}(dy) \leq \int_{\partial B_{\rho}(x)} e^{-F(x)/\epsilon} e_{B_{\rho}(x), A}(dy) = \text{cap}_{B_{\rho}(x)}(A). \tag{4.12}
\]
Thus the upper bound in (4.6) implies (4.11). \qed

At this point we also want to express the Green function in the bounds of Lemma 4.4 in terms of capacities. We proceed as in (2.27) to get this time
\[
e^{F(x)/\epsilon} \int_{\partial B_{\rho}(x)} e^{-F(z)/\epsilon} G_{(A \cup D)^c}(x, z) e_{B_{\rho}(x), A}(z) \text{cap}_{B_{\rho}(x)}(A \cup D) \, dz = \int_{\partial B_{\rho}(x)} G_{(A \cup D)^c}(x, z) e_{B_{\rho}(x), A}(z) \text{cap}_{B_{\rho}(x)}(A \cup D) \, dz = h_{B_{\rho}(x), A}(x) = 1. \tag{4.13}
\]
This implies that
\[
1 \geq e^{F(x)/\epsilon} \inf_{z \in B_{\rho}(x)} G_{(A \cup D)^c}(x, z) \int_{B_{\rho}(x)} dz e^{-F(z)/\epsilon} e_{B_{\rho}(x), A}(z) \tag{4.14}
\]
i.e.
\[
e^{F(x)/\epsilon} \inf_{z \in B_{\rho}(x)} G_{(A \cup D)^c}(x, z) \leq \frac{1}{\text{cap}_{B_{\rho}(x)}(A \cup D)}. \tag{4.15}
\]
It is clear at this point that we cannot continue unless we can compare the infimum and the supremum of $G_{(A \cup D)^c}(z, x)$ with $z \in B_{\rho}(x)$. But such a result is provided by the Harnack inequalities.

Lemma 4.6. If $\rho = c \epsilon$ for some $c < \infty$, then there exists a constant $C$ depending only on $c$ such that
\[
\sup_{z \in B_{\rho}(x)} G_{(A \cup D)^c}(z, x) \leq C \inf_{z \in B_{\rho}(x)} G_{(A \cup D)^c}(z, x). \tag{4.16}
\]

Proof. We will apply Lemma 4.1. If we choose $R \leq \epsilon$, we can use (4.2) with a constant that does not depend on $\epsilon$.

Note that $u(z) \equiv G_{(A \cup D)^c}(z, x)$ is harmonic in $(A \cup D)^c \setminus x$. Thus if $\rho > 2R$, then $u$ is harmonic in $B_{2R}(z)$ for any $z \in \partial B_{\rho}(x)$. Now let $a, b \in \partial B_{\rho}(x)$. Assume that $a$ is such that $\sup_{z \in \partial B_{\rho}(x)} u(z) = u(a)$, and $\inf_{z \in \partial B_{\rho}(x)} u(z) = u(b)$. Then we can find $k \leq \pi \rho / R$ points $x_1, \ldots, x_k \in \partial B_{\rho}(x)$ such that $x_1 = a, b \in B_R(x_k)$, and $B_R(x_i) \cap B_R(x_{i+1}) \neq \emptyset$.

1 If $x$ is a (quadratic) critical point of $F$, then we can even choose $R = \epsilon^{1/2}$. 
Clearly then

\[ u(a) \leq C \inf_{z \in B_R(a)} u(z) \leq C \sup_{z \in B_R(x_2)} u(z) \leq C^2 \inf_{z \in B_R(x_2)} u(z) \]

\[ \leq \cdots \leq C^{k-1} \sup_{z \in B_R(x_k)} u(z) \leq C^k \inf_{z \in B_R(x_k)} u(z) = u(b). \quad (4.17) \]

Thus \( u(a) \leq C^\rho/R \rho u(b) \). Therefore, if \( \rho = c\epsilon \) for some finite constant \( c \), and \( R = \epsilon \), then sup and inf are related by at most a finite \( \epsilon \)-independent constant. This proves the lemma. \( \square \)

Combining now Lemma 4.6 with Lemma 4.5 and (4.14), we arrive at the assertion of the proposition. \( \square \)

**A priori bounds on capacities.** To make use of the renewal estimate (4.5) we need of course some bounds on the capacities. The next proposition provides a first set of rough bounds, which provide the necessary estimates in the equilibrium potential that will later be used to get sharp bounds on capacities.

**Proposition 4.7.** Let \( D \) be a closed set, and \( x \in D^c \). Denote by \( z^* = z^*(x, D) \) a point such that

\[ F(z^*) = \inf_{\gamma : \gamma(0) = x, \gamma(1) \in D} \sup_{t \in [0,1]} [F_N(\gamma(t))], \quad (4.18) \]

where the infimum is over all continuous paths leading from \( x \) to \( D \). Suppose that \( \rho \leq c \epsilon / \|\nabla F(z^*)\|_{\infty} \). Then there is a constant \( C > 0 \) such that

\[ \text{cap}_{B_\rho(x)}(D) \geq C (\|\nabla F(z^*)\|_{\infty} + \sqrt{\epsilon}) \rho^{d-1} e^{-F(z^*)/\epsilon}, \quad (4.19) \]

\[ \text{cap}_{B_\rho(x)}(D) \leq \epsilon C \rho^{d-2} e^{-F(z^*)/\epsilon}. \quad (4.20) \]

**Proof.** To prove the lower bound we use the variational representation of capacities (2.15) and some obvious monotonicity properties. We begin by choosing a smooth path \( \omega \) going from \( x \) to \( D \) in such a way that it remains in the level set \( F(z) \leq F(z^*) \), with equality holding only when passing \( z^* \). In fact, the canonical path can be constructed using pieces of the deterministic trajectory of the unperturbed equation \( dX_{\epsilon}(t) = -\nabla F(X_{\epsilon}(t)) \, dt \)
in rather obvious manner, but this is not important at the moment. Given this path, we parametrize it by arc-length, so that \(|\dot{\omega}(t)|_2 = 1\) for all time.

Given \(\omega(t)\), we construct the tube of width \(\rho\) around \(\omega(t)\),

\[\omega^\rho \equiv \{ z \in \mathbb{R}^d : \exists t \in [0,|\omega|] \| \omega(t) - z \|_2 \leq \rho \}.
\]

(4.21)

Let us denote by \(D_\rho\) the \(d-1\)-dimensional disk of radius \(\rho\) centered at the origin. The important point to notice is that

\[\|\nabla h(\omega(t) + z_\perp)\|_2^2 \geq \left( \frac{d}{dt} h(\omega(t) + z_\perp) \right)^2.
\]

(4.22)

Therefore we may bound the Dirichlet form by

\[\Phi_\Omega(h) \geq \epsilon \int_{D_\rho} d z_\perp \int_0^{\|\omega\|} dt \ e^{F(\omega(t) + z_\perp)/\epsilon} \left( \frac{d}{dt} h(\omega(t) + z_\perp) \right)^2.
\]

(4.23)

The minimization problem is now trivial, i.e. it decomposes for each fixed \(z_\perp\) into a one-dimensional problem whose solution is well known. In fact, the minimizer \(h_{z_\perp}(t)\) is the solution of the 1-dimensional Dirichlet problem

\[\left[ -\epsilon \frac{d}{dt} + \frac{d}{dt} F(\omega(t) + z_\perp) \right] \frac{d}{dt} h_{z_\perp}(t) = 0,
\]

\[h_{z_\perp}(0) = 1,
\]

\[h_{z_\perp}(\|\omega\|) = 0,
\]

(4.24)

whose solution is readily found to be

\[h_{z_\perp}(t) = \frac{\int_t^{\|\omega\|} ds e^{F(\omega(s) + z_\perp)/\epsilon}}{\int_0^{\|\omega\|} ds e^{F(\omega(s) + z_\perp)/\epsilon}}.
\]

(4.25)

Inserting this solution into the lower bound (4.23) yields

\[\text{cap}_{B_\rho(x)}(D) \geq \epsilon \int_{D_\rho} d z_\perp \left[ \int_0^{\|\omega\|} dt \ e^{F(\omega(t) + z_\perp)/\epsilon} \right]^{-1}.
\]

(4.26)

Now the stated lower bounds results follow from simple saddle point evaluations of the integral in the denominator.

To prove the upper bound, just note that in the case when \(z^* = x\), we can always choose a function \(h\) that is equal to one on \(B_\rho(x)\) and that decays to zero over a distance \(\rho\). Then \(\|h\|_2 \leq 1/\rho\) on a set of volume \(C \rho^d\), and zero elsewhere. The upper bound (4.20) follows immediately. If \(z^* \neq x\), we choose a trial function that changes from 0 to 1 in a \(\rho\)-neighborhood of the saddle \(z^*\); away from \(z^*\) the change takes place in a set where \(F(y) > F(z^*)\), so that the resulting additional contribution to the Dirichlet form is exponentially suppressed. This also yields (4.20). \(\square\)
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Remark. This estimate is in general quite poor, in particular when $z^* \neq x$. We will prove sharp results in that case in Section 6. The crude bounds serve two purposes: 1) to yield an a priori bound on the equilibrium potential (in conjunction with Proposition 4.3) that will then be used to prove a sharp estimate on capacities, and 2) to get an a priori estimate on the spectrum of certain Dirichlet operators.

Bounds on the equilibrium potential. Combining the renewal bound on the equilibrium obtained in Proposition 4.5 with the bound on capacities from Proposition 4.7 yields very sharp estimates on the equilibrium potential in the level set of the saddle between the sets $A$ and $D$.

Corollary 4.8. Let $A$ and $D$ be closed sets and assume that $z^*(A,D) \notin A \cup D$. Then there is a finite positive constant $C$ such that, for $x \notin A \cup D$, and $z^*(x,D) \neq x$,

$$h_{A,D}(x) \leq C e^{-\frac{1}{2} e^{-\left[F(z^*(x,A)) - F(z^*(x,D))\right]/\epsilon}}.$$ \hfill (4.27)

Remark. This bound is useful only when $F(z^*(x,D)) > F(x)$. If this is not the case one may use the fact that $h_{A,D}(y) = 1 - h_{D,A}(y)$ and apply (4.27) on $h_{D,A}(y)$. This yields good control whenever $x$ is below the level set of the saddle $z^*(A,D)$.

Proof of Corollary 4.8. The proof is straightforward. We just insert the bounds on capacities of Proposition 4.7 into the renewal bound on the equilibrium potential of Lemma 4.5, choosing $\rho = C \epsilon$. \qed

5. Sharp estimates on capacities

In this section we show how to get coinciding upper and lower bounds on the relative Newtonian capacity of two balls of radius $\rho$ centered at the local minima $x, y$ of the function $F$. We assume that $\rho$ is so small that $z^*(x,y)$ is not contained in these balls and that the radii are at least $\epsilon$. Let us denote these sets by $B_x$ and $B_y$, respectively.

We denote by $S_{x,y}$ the set of points that realize the minimax in the definition of $\hat{F}(x,y)$ (cf. (1.2)). We will assume that $S_{x,y}$ is a (finite) set of points.

Theorem 5.1. Let $s^*_1, \ldots, s^*_k$ denote the saddle points connecting $x$ to $y$, and suppose that Assumption (ND) holds for $S_{x,y}$. Let $\lambda^*_1(s^*_i)$ denote the unique negative eigenvalue of the Hessian of $F$ at $s^*_i$. Then, under the above hypothesis on the function $F$,

$$\text{cap}_{B_x}(B_y) = e^{-\hat{F}(x,y)}/\epsilon \frac{(2\pi \epsilon)^{d/2}}{2\pi} \sum_{i=1}^k \frac{|\lambda^*_1(s^*_i)|}{\sqrt{|\det(\nabla^2 F(s^*_i))|}} (1 + O(\sqrt{\epsilon} |\ln \epsilon|)).$$ \hfill (5.1)

It will become clear from the proof that the precise form of these sets is irrelevant for the result.
Proof. The capacity \( \cap_{B_x}(B_y) \) satisfies the Dirichlet principle (2.15),
\[
\cap_{B_x}(B_y) = \inf_{h \in \mathcal{H}_y^x} \Phi(h) \tag{5.2}
\]
(for simplicity we abbreviate \( \Phi = \Phi_{(B_x \cup B_y)} \)), where \( \mathcal{H}_y^x \) is the function space
\[
\mathcal{H}_y^x = \{ h \in W^{1,2}(\mathbb{R}^d, e^{-F(x)}/\epsilon \, dy) : h(z) \in [0, 1], h|_{B_x} = 1, h|_{B_y} = 0 \}. \tag{5.3}
\]

For simplicity we consider the case of a single saddle point, \( s^* \), first. Without restriction of generality we can choose coordinates such that \( s^* = 0 \) and
\[
F(z) = F(0) - \frac{1}{2} \lambda_1 z_1^2 + \sum_{i=2}^d \frac{1}{2} \lambda_i z_i^2 + O(\|z\|_2^3) \tag{5.4}
\]
for small \( \|z\|_2 \). Define a neighborhood of zero by
\[
C_\delta = \left[ -\delta/\sqrt{\lambda_1^*}, \delta/\sqrt{\lambda_1^*} \right] \times \prod_{i=2}^d \left[ -\delta/\sqrt{\lambda_i^*}, \delta/\sqrt{\lambda_i^*} \right]. \tag{5.5}
\]

Since we have assumed that there is a single saddle point at the communication height between \( x \) and \( y \), it is possible to choose \( \delta > 0 \) so small that there exists a strip \( S_\delta \) of width \( 2\delta/\sqrt{\lambda_1^*} \) containing 0 and separating \( x \) and \( y \) in the sense that any path connecting these points must cross \( S_\delta \), and that for all \( z \in S_\delta \setminus C_\delta \), \( F(z) \geq \delta^2 \). Let \( D_x \) and \( D_y \) be the connected components of \( \mathbb{R}^d \setminus S_\delta \) containing \( x \) and \( y \), respectively.

The upper bound. To prove an upper bound on the capacity we just choose a function \( h^+ \) for our convenience. We will make the choice
\[
h^+(z) = 1, z \in D_x, \quad h^+(z) = 0, z \in D_y,
\]
\[
h^+ \text{ on } S_\delta \setminus C_\delta \text{ arbitrary, except } \|\nabla h^+\|_2 \leq c_\delta \sqrt{\lambda_1}/\delta, \tag{5.6}
\]
\[
h^+(z) = f(z_1) \quad \text{for } z \in C_\delta,
\]
where \( f \) is the solution of the one-dimensional Dirichlet problem
\[
\left( -\frac{d}{d z_1} + \frac{d}{d z_1} F(z_1; 0, \ldots, 0) \right) \frac{d}{d z_1} f(z_1) = 0,
\]
\[
f \left( -\delta/\sqrt{\lambda_1^*} \right) = 1, \quad f \left( +\delta/\sqrt{\lambda_1^*} \right) = 0. \tag{5.7}
\]
The solution of this problem is obviously
\[
f(z_1) = \frac{\int_{-\delta/\sqrt{\lambda_1^*}}^{\delta/\sqrt{\lambda_1^*}} e^{F(t,0)/\epsilon} \, dt}{\int_{-\delta/\sqrt{\lambda_1^*}}^{\delta/\sqrt{\lambda_1^*}} e^{F(t,0)/\epsilon} \, dt}. \tag{5.8}
\]
Inserting this function into (5.2), we see that
\[ \text{cap}_{B_1}(B_r) \leq \epsilon \int_{-\sqrt{\delta}}^{2\sqrt{\delta}} \cdots \int_{-\sqrt{\delta}}^{2\sqrt{\delta}} d\mathbf{z} \left( \int_{-\sqrt{\delta}}^{2\sqrt{\delta}} d\mathbf{z}_1 e^{-F(\mathbf{z})/\epsilon} \| f'(z_1) \|^2 \right) + \epsilon c \delta^{-2} \int_{\mathbb{R} \setminus C_\delta} d\mathbf{z} e^{-F(\mathbf{z})/\epsilon}. \] (5.9)

The second term is bounded by \( \epsilon c \delta^{-2} e^{-\delta^2/\epsilon} \cdot \text{const by assumption on } F \).

The first term is given by
\[ \Phi_{C_\delta}(h^+) = \epsilon \int_{C_\delta} d\mathbf{z} e^{-F(\mathbf{z})/\epsilon} e^{2F(z_1, 0)/\epsilon} \left( \int_{-\sqrt{\delta}}^{2\sqrt{\delta}} e^{F(t, 0)/\epsilon} dt \right)^2. \] (5.10)

Now on \( C_\delta \) we have
\[ F(\mathbf{z}) = F(0) + \frac{-|\lambda_1|^2 z_1^2 + \lambda_2 z_2^2 + \cdots + \lambda_d z_d^2}{2} + O(\|\mathbf{z}\|_2^3) \] (5.11)
and thus
\[ F(\mathbf{z}) - 2F(z_1, 0) = -F(0) + \frac{|\lambda_1|^2 z_1^2 + \lambda_2 z_2^2 + \cdots + \lambda_d z_d^2}{2} + O(\|\mathbf{z}\|_2^3). \] (5.12)

But on \( C_\delta \), \( \|\mathbf{z}\|_2 \leq C \delta \) and if we choose \( \delta = K\sqrt{\epsilon/\ln \epsilon} \) for some constant \( K \), the numerator in (5.10) satisfies the bound
\[ \int_{C_\delta} d\mathbf{z} e^{-F(\mathbf{z})/\epsilon} e^{2F(z_1, 0)/\epsilon} \leq e^{-F(0)/\epsilon} e^{C\epsilon^{1/2}|\ln \epsilon|^{3/2}} \int_{\mathbb{R}^d} \exp \left( -\frac{|\lambda_1|^2 z_1^2 + \cdots + \lambda_d z_d^2}{2\epsilon} \right) d\mathbf{z} \]
\[ = e^{-F(0)/\epsilon} \frac{(2\pi \epsilon)^{d/2}}{\prod_{i=1}^d \sqrt{|\lambda_i|}} (1 + O(\epsilon^{1/2}|\ln \epsilon|^{3/2})). \] (5.13)

Similarly, the integral in the denominator is bounded from below by
\[ \int_{-\sqrt{\delta}}^{2\sqrt{\delta}} e^{F(t, 0)/\epsilon} dt \geq e^{-C\epsilon^{1/2}|\ln \epsilon|^{3/2}} e^{F(0)/\epsilon} \left( \frac{(2\pi \epsilon)^{1/2}}{\sqrt{|\lambda_1|}} - 2 \int_{-\sqrt{\delta}}^{2\sqrt{\delta}} dt e^{-|\lambda_1|^2 t^2/\epsilon} \right) \]
\[ \geq e^{-C\epsilon^{1/2}|\ln \epsilon|^{3/2}} e^{F(0)/\epsilon} \left( \frac{(2\pi \epsilon)^{1/2}}{\sqrt{|\lambda_1|}} - e^{-\delta^2/\epsilon} \delta^{-1/2} \right) \]
\[ = e^{F(0)/\epsilon} \frac{\sqrt{2\pi \epsilon}}{\sqrt{|\lambda_1|}} (1 + O(\epsilon^{1/2}|\ln \epsilon|^{3/2})). \] (5.14)

Combining the estimates (5.13), (5.14), and (5.9), we arrive at the upper bound
\[ \Phi_{C_\delta}(h^+) \leq e^{-F(0)/\epsilon} (2\pi \epsilon)^{d/2} \frac{|\lambda_1|}{2\pi \sqrt{|\det(\nabla^2 F(0))|}} (1 + O(\epsilon^{1/2}|\ln \epsilon|^{3/2})). \] (5.15)
Since this results coincides with the heuristic results, we may expect to get a corresponding lower bound.

**The lower bound.** For the lower bound we will consider a different domain

\[ \mathcal{C}_\delta \equiv \left[ -\frac{\delta}{\sqrt{|\lambda^*_1|}}, \frac{\delta}{\sqrt{|\lambda^*_1|}} \right] \times \prod_{i=2}^{d} \left[ -\frac{\delta}{\sqrt{(d-1)\lambda^*_i}}, \frac{\delta}{\sqrt{(d-1)\lambda^*_i}} \right] \]

Let \( h^* \) denote the minimizer of the variational problem (5.2), i.e. the equilibrium potential of the capacitor \((B_x, B_y)\). Then

\[ \inf_{h \in H} \Phi_1(h) = \Phi_1(h^*) \geq \Phi_1(\mathcal{C}_\delta(h^*)). \]  

(5.17)

Obviously,

\[ \Phi_1(\mathcal{C}_\delta(h)) \geq \Phi_1(\mathcal{C}_\delta(h)) = \epsilon \int_{\mathcal{C}_\delta} dz_1 e^{-F(z_1) / \epsilon} \left( \frac{\partial h(z_1)}{\partial z_1} \right)^2 \]

\[ = \epsilon \int_{\mathcal{C}_\delta} dz_1 \left( \int_{-2\delta/\sqrt{|\lambda^*_1|}}^{2\delta/\sqrt{|\lambda^*_1|}} d\tilde{z}_1 e^{-F(\tilde{z}_1) / \epsilon} \left( \left\| \frac{\partial h(\tilde{z}_1, z_\perp)}{\partial \tilde{z}_1} \right\|^2 \right) \right) \]

\[ \geq \epsilon \int_{\mathcal{C}_\delta} dz_1 \left( \inf_{f: f(\pm\delta/\sqrt{|\lambda^*_1|}) = h^*(\pm\delta/\sqrt{|\lambda^*_1|}, z_\perp)} \int_{-2\delta/\sqrt{|\lambda^*_1|}}^{2\delta/\sqrt{|\lambda^*_1|}} d\tilde{z}_1 e^{-F(\tilde{z}_1) / \epsilon} \left\| f'(\tilde{z}_1) \right\|^2 \right). \]  

(5.18)

The minimization problem for fixed values of \( z_\perp \) is of course the solution of the Dirichlet problem

\[ \left( -\epsilon \frac{d}{dz_1} + \frac{d}{dz_1} F(z_1, z_\perp) \right) \frac{d}{dz_1} f(z_1) = 0, \]

\[ f \left( -2\delta/\sqrt{|\lambda^*_1|} \right) = h^* \left( -2\delta/\sqrt{|\lambda^*_1|}, z_\perp \right), \]

\[ f \left( +2\delta/\sqrt{|\lambda^*_1|} \right) = h^* \left( 2\delta/\sqrt{|\lambda^*_1|}, z_\perp \right). \]  

(5.19)

The solution of this Dirichlet problem is readily obtained: set \( a = h^*(-2\delta/\sqrt{|\lambda^*_1|}, z_\perp) \) and \( b = h^*(2\delta/\sqrt{|\lambda^*_1|}, z_\perp) \), and \( g(z_1) = F(z_1, z_\perp) \). The general solution of the differential equation in (5.19) is

\[ f(z_1) = c \int_{z_1}^{z} e^{\epsilon(t)/\epsilon} dt, \]  

(5.20)

where the constants \( c \) and \( s \) are determined by the boundary conditions, i.e.

\[ c \int_{-2\delta/\sqrt{|\lambda^*_1|}}^{s} e^{\epsilon(t)/\epsilon} dt = a, \]

\[ c \int_{2\delta/\sqrt{|\lambda^*_1|}}^{s} e^{\epsilon(t)/\epsilon} dt = b. \]  

(5.21)
from which we get
\[ c = \frac{a}{\int_{-\infty}^{\infty} e^{g(t)/\epsilon} \, dt}. \]  
(5.22)

while \( s \) is determined through the equation
\[ \int_{-\infty}^{\infty} e^{g(t)/\epsilon} \, dt \]
\[ \int_{-\infty}^{\infty} e^{g(t)/\epsilon} \, dt + \int_{-\infty}^{\infty} e^{g(t)/\epsilon} \, dt = \frac{b}{a} \]  
(5.23)
or
\[ \int_{-\infty}^{\infty} e^{g(t)/\epsilon} \, dt = \frac{b}{a-b} \int_{-\infty}^{\infty} e^{g(t)/\epsilon} \, dt, \]  
(5.24)
and thus
\[ \int_{-\infty}^{\infty} e^{g(t)/\epsilon} \, dt = \frac{a}{a-b} \int_{-\infty}^{\infty} e^{g(t)/\epsilon} \, dt. \]  
(5.25)

Inserting this solution into (5.18) yields

\[ \Phi_{\tilde{C}_2}(h^*) \geq \epsilon \int_{\tilde{C}_2} d\lambda \int_{-\infty}^{\infty} \frac{e^{-F(t,z,\lambda)/\epsilon} (h^*(-2\delta/\sqrt{|\lambda|^2}, z, \lambda))^2 e^{2F(t,z,\lambda)/\epsilon}}{(\int_{-\infty}^{\infty} e^{F(t,z,\lambda)/\epsilon} \, dt)^2} \]  
(5.26)

But using again (5.4), we see that
\[ \int_{-\infty}^{\infty} e^{F(t,z,\lambda)/\epsilon} \, dt = (e^{2\sum_{i=2}^d \lambda_i / \epsilon} + O(\delta^3/\epsilon)) \int_{-\infty}^{\infty} e^{-2\lambda_i^2/\epsilon} \, dt \leq \sqrt{\frac{2\pi}{\sqrt{|\lambda|^2}}} e^{2\sum_{i=2}^d \lambda_i^2 / \epsilon} + O(\delta^3/\epsilon) \]  
(5.27)
and so
\[ \Phi_{\tilde{C}_2}(h^*) \geq \sqrt{\frac{\epsilon}{\sqrt{|\lambda|^2}}} \exp \left( - \frac{\sum_{i=2}^d \lambda_i^2}{2\epsilon} + O(\delta^3/\epsilon) \right) \times \int_{\tilde{C}_2} d\lambda \left( h^*(-2\delta/\sqrt{|\lambda|^2}, z, \lambda) - h^*(2\delta/\sqrt{|\lambda|^2}, z, \lambda) \right)^2. \]  
(5.28)

Now we use the fact that \( h^*(z) = \mathbb{P}_{\tilde{C}}[\tau_{B_\epsilon} < \tau_{B_\epsilon}] = h_{B_\epsilon, B_\epsilon}(z) \). Then Corollary 4.8 implies
Lemma 5.2. Uniformly in $z_{-} \in \hat{C}_{\delta}^{\perp}$,

$$
1 - h^{*} \left( -2/\sqrt{|\lambda_{1}^{*}|}, z_{-} \right) \leq C \epsilon^{-1/2} e^{-\delta^{2}/4\epsilon},
$$

$$
h^{*} \left( 2/\sqrt{|\lambda_{1}^{*}|}, z_{-} \right) \leq C \epsilon^{-1/2} e^{-\delta^{2}/4\epsilon}. \tag{5.29}
$$

As an immediate consequence, we see that

$$
\Phi_{\hat{C}_{\delta}^{\perp}}(h^{*}) \geq \left( 1 - C \epsilon^{-1/2} e^{-\delta^{2}/4\epsilon} \right)^{2} e^{-O(\delta^{2}/\epsilon)} \cdot \left( 2\pi \epsilon \right)^{d/2} \prod_{i=2}^{d-1} \lambda_{i} \left( 1 - \sqrt{\epsilon(d-1)} e^{-\delta^{2}/4\epsilon} \right)^{d-1}. \tag{5.30}
$$

Choosing as before $\delta^{2} = C \epsilon \ln \epsilon$, we see that to leading order (5.30) coincides with the upper bound (5.15), which proves the theorem in the case $k = 1$.

The generalization of this estimate to the case when several saddle points exist on the communication height is completely straightforward and will be left to the reader. The result is the formula stated in the theorem. \(\square\)

6. Metastable exit times and capacities

In this section we compute the mean value of certain metastable exit times in terms of capacities. This will be largely analogous to the results on mean transition times obtained in [BEGK1, BEGK2]. The only new ingredient needed is the following sharpening of (2.27), resp. (2.28) when a process starts at a local minimum of $F$.

Proposition 6.1. Let $x$ be a (non-degenerate quadratic) critical point of $F$ and let $A, D$ be closed sets. Then there exists $\alpha > 0$ such that

$$
\mathbb{E}_{x} \tau_{D} = \int_{D} dy e^{-F(y)/\epsilon \cdot h_{B_{x}(y), D}(y) / \text{cap}_{B_{x}(y)}(D)} (1 + O(\epsilon^{\alpha/2})) \tag{6.1}
$$

and

$$
\mathbb{E}_{x} \tau_{D \cap \tau_{x} < \tau_{A}} = \int_{(A \cup D) \cap B_{x}(y)} dy e^{-F(y)/\epsilon \cdot h_{B_{x}(y), D \cup A}(y) / \text{cap}_{B_{x}(y)}(A \cup D)} (1 + O(\epsilon^{\alpha/2})). \tag{6.2}
$$

Proof. The proofs of (6.1) and (6.2) are completely analogous, and we will only consider the former. Let us write $w_{D}(y) = \mathbb{E}_{y} \tau_{D}$, $y \in D^{c}$. Recall that $w_{D}(y)$ solves the inhomogeneous Dirichlet problem (2.25) (with $A = \emptyset$). We will consider this function on a ball $B_{R_{0}}(x)$, where $x$ is a critical point of $F$. This implies that for some constant $K$, $\sup_{y \in B_{R_{0}}(x)} \| \nabla F(y) \|_{\infty} \leq K R_{0}$ (if $R_{0}$ is small). Thus the Hölder and Harnack inequalities Lemmata 4.2 and 4.1 have uniform constants if $R_{0} \leq \sqrt{\epsilon}$.

Now note first that due to (2.26), $w_{D}(y)$ inherits from Lemma 4.6 the uniform Harnack bound

$$
\sup_{y \in B_{x}(y)} w_{D}(y) \leq C \inf_{y \in B_{x}(y)} w_{D}(y). \tag{6.3}
$$
Now use Lemma 4.1 with $R = \epsilon$, since $w_D$ solves $L_\epsilon w_D = 1$. This yields

$$\text{osc}_{B_\epsilon(x)} w_D \leq C \epsilon^{a/2} (\sup_{y \in B_\epsilon(x)} w_D(y) + R_0). \quad (6.4)$$

This implies immediately that

$$\sup_{y \in B_\epsilon(x)} w_D(y) \leq w_D(x) + C^2 \epsilon^{a/2} w_D(x) + C \epsilon^{1/2 + a/2},$$

$$\inf_{y \in B_\epsilon(x)} w_D(y) \geq w_D(x) - C \epsilon^{1/2 + a/2}.$$

(6.5)

Using these estimates in (2.27) with $\rho = \epsilon$ resp. (2.28) proves the proposition. \(\square\)

By the preceding proposition, all we need to know in order to compute the mean arrival times are the capacities and the equilibrium potential. The latter is quite well controlled by Proposition 4.3 and the rough estimates on capacities (Proposition 4.7), and this will allow us to get already quite remarkable formulae.

**Theorem 6.2.** Let $x_j, j = 1, \ldots, n$, be the local minima of $F$. Let $S_k = \bigcup_{i=1}^k B_{\rho}(x_i)$ be the union of a collection of balls $B_{\rho}(x_i)$ where $\rho \geq \epsilon$ and no ball contains any other minimum or saddle point of $F$. Assume moreover that for a given $j$, and all $i > k, i \neq j$,

$$F(z^*(x_i, x_j)) - F(x_j) F(z^*(x_i, S_k)) = F(x_i) \quad (6.6)$$

or

$$F(z^*(x_i, x_j)) < F(z^*(x_i, S_k)). \quad (6.7)$$

Then, for $j > k$,

$$\mathbb{E}_{x_j} \tau_{S_k} = \frac{1}{\text{cap}_B(x_j)(S_k)} \sum_{i: F(z^*(x_i, S_k)) > F(z^*(x_i, x_j))} \frac{(2\pi \epsilon)^{d/2}}{\sqrt{\det(\nabla^2 F(x_i))}} e^{-F(x_i)/\epsilon} \cdot (1 + O(\epsilon^{1/2} |\ln \epsilon|, \epsilon^{a/2})). \quad (6.8)$$

where $O(A, B) \equiv O(\max(A, B))$. Note that the sum always includes the term $i = j$. In particular, if $F(x_i) > F(x_j)$ for all $i > k$, then

$$\mathbb{E}_{x_j} \tau_{S_k} = \frac{1}{\text{cap}_B(x_j)(S_k)} \frac{(2\pi \epsilon)^{d/2}}{\sqrt{\det(\nabla^2 F(x_j))}} e^{-F(x_j)/\epsilon} (1 + O(\epsilon^{1/2} |\ln \epsilon|, \epsilon^{a/2})). \quad (6.9)$$

**Remark.** A transition to a set $D$ for which (6.9) holds will be called a metastable exit and the formula (6.9) is the mean metastable exit time from the minimum $j$.

**Proof.** Consider the set $\Gamma_j \equiv \{ y : F(y) > F(z^*(x_j, \mathcal{M})) + \delta \}$ for some sufficiently small $\delta > 0$. Let $\Gamma_j(i)$ denote the connected component of $\Gamma_j$ that contains $x_i$. Note that some
of these sets may be empty, and some may coincide. Let \([\Gamma_j(\tilde{\iota})]\) be an enumeration of the distinct non-empty members of this collection. Let us write
\[
\int_{\Sigma_j} dy e^{-F(y)/\epsilon} h_{B_j(x_j),S_k}(y) = \int_{\Gamma_j} dy e^{-F(y)/\epsilon} h_{B_j(x_j),S_k}(y) \\
+ \sum_l \int_{\Gamma_j(\tilde{\iota})\setminus S_k} dy e^{-F(y)/\epsilon} h_{B_j(x_j),S_k}(y). \tag{6.10}
\]
The first integral is bounded by \(C \exp(-[F(z^*(x_j, M)) + \delta]/\epsilon)\) and will be negligible. The remaining contributions will be split into those for which \(F(z^*(x_j, S_k)) > F(z^*(x_j, x_j))\) and those for which the contrary is true. The point is that for the former \(h_{B_j(x_j),S_k}(y)\) is close to one, while for the latter, it is typically very small. Here we make use of the fact that if \(y \in \Gamma_j(\tilde{\iota})\), and \(F(z^*(x_j, S_k)) > F(z^*(x_j, x_j))\), then \(z^*(y, S_k) = z^*(x_j, S_k)\) and \(z^*(y, x_j) = z^*(x_j, x_j)\). Then
\[
\sum_{i:F(z^*(x_j, S_k))>F(z^*(x_j, x_j))} \int_{\Gamma_j(\tilde{\iota})\setminus S_k} dy e^{-F(y)/\epsilon} h_{B_j(x_j),S_k}(y) \\
= \sum_{i:F(z^*(x_j, S_k))>F(z^*(x_j, x_j))} \int_{\Gamma_j(\tilde{\iota})\setminus S_k} dy e^{-F(y)/\epsilon} (1 - h_{B_j(x_j),S_k}(y)) \tag{6.11}
\]
Now by Corollary 4.8,
\[
0 \leq h_{B_j(x_j),S_k}(y) \leq C e^{-1/2} e^{-[F(z^*(x_j, S_k)) - F(z^*(x_j, x_j))]/\epsilon},
\tag{6.12}
\]
which by assumption is exponentially small. On the other hand, if \(x_j\) is the absolute minimum of \(F\) within \(\Gamma_j(\tilde{\iota})\), and if the Hessian, \(\nabla^2 F(x_j)\), at this minimum is non-degenerate, then
\[
\int_{\Gamma_j(\tilde{\iota})\setminus S_k} dy e^{-F(y)/\epsilon} = \frac{(2\pi \epsilon)^{d/2}}{\sqrt{\det(\nabla^2 F(x_j))}} e^{-F(x_j)/\epsilon} (1 + O(\epsilon^{1/2} |\ln \epsilon|)) \tag{6.13}
\]
by standard Laplace asymptotics. Thus
\[
\sum_{i:F(z^*(x_j, S_k))>F(z^*(x_j, x_j))} \int_{\Gamma_j(\tilde{\iota})\setminus S_k} dy e^{-F(y)/\epsilon} h_{B_j(x_j),S_k}(y) \\
= \sum_{i:F(z^*(x_j, S_k))>F(z^*(x_j, x_j))} \frac{(2\pi \epsilon)^{d/2}}{\sqrt{\det(\nabla^2 F(x_j))}} e^{-F(x_j)/\epsilon} (1 + O(\epsilon^{1/2} |\ln \epsilon|)). \tag{6.14}
\]
The remaining terms cannot be computed as precisely; however, often the upper bound will show that they are totally negligible (but this is not always the case). Using again Corollary 4.8 when \(F(z^*(x_j, S_k)) \leq F(z^*(x_j, x_j))\), we obtain
\[
\int_{\Gamma_j(\tilde{\iota})\setminus S_k} dy e^{-F(y)/\epsilon} h_{B_j(x_j),S_k}(y) \leq C e^{-1/2} \int_{\Gamma_j(\tilde{\iota})\setminus S_k} dy e^{-F(y)/\epsilon} e^{-[F(z^*(y, x_j)) - F(z^*(y, S_k))]/\epsilon}
\]
\[ C \varepsilon^{-1/2} \int_{\Gamma_j(\tilde{t}) \setminus S_k : z^*(y, S_k) = y} dy \, e^{-F(z^*(x_j, y))/\varepsilon} + C \varepsilon^{-1/2} e^{-F(x_j)/\varepsilon} \cdot \int_{\Gamma_j(\tilde{t}) \setminus S_k : z^*(y, S_k) \neq y} dy \, e^{-[F(y) - F(x_j)]/\varepsilon} e^{-[F(z^*(x_j, y)) - F(x_j) - F(z^*(x_j, S_k)) + F(x_j)]/\varepsilon} \]

\[ = C \varepsilon^{-1/2} e^{-F(z^*(x_j, y))/\varepsilon} |[\Gamma_j(\tilde{t}) \setminus S_k : z^*(y, S_k) = y]| + C \varepsilon^{-1/2} e^{-F(x_j)/\varepsilon} e^{-[F(z^*(x_j, y)) - F(x_j) - F(z^*(x_j, S_k)) + F(x_j)]/\varepsilon} \cdot \frac{(2\pi \varepsilon)^d/2}{\sqrt{\det(\nabla^2 F(x_j))}} (1 + O(\varepsilon^{1/2} |\ln \varepsilon|)). \]  

(6.15)

The first summand is always exponentially negligible compared to the principle terms, since of course \( F(z^*(x_j, y)) > F(x_j) \). The second summand is negligible only when (6.6) holds, which will be the case in the main applications. This implies (6.8), and (6.9) is an immediate consequence.

\( \square \)

**Proof of Theorem 3.2** The proof of Theorem 3.2 is immediate by inserting the formula for the capacity of Theorem 3.1 into (6.8), except for the error terms of order \( \varepsilon^{\alpha/2} \) which we will now show can be removed easily. Namely, note that nothing changes in the proof of Theorem 6.2 if we replace the starting point \( x_j \) by some point \( x \in B_{\sqrt{\varepsilon}}(y) \). Also, inspecting the proof of Theorem 5.1 one sees that the difference between \( \text{cap}_{B_{\varepsilon}}(S_k) \) and \( \text{cap}_{B_{x_j}}(S_k) \) for \( x \in B_{\sqrt{\varepsilon}}(y) \) is in fact much smaller than the error terms. Thus in fact we get

\[ \text{osc}_{x \in B_{\sqrt{\varepsilon}}(y)} [E_{x_j} \tau_{S_k}] \leq C(\varepsilon^{\alpha/2} + \varepsilon^{1/2} |\ln \varepsilon|) E_{x_j} \tau_{S_k}, \]

(6.16)

which improves the input in the Hölder estimate by a factor \( \varepsilon^{\alpha/2} \), which in turn allows us to improve the error estimates in Theorem 6.2 from \( \varepsilon^{\alpha/2} \) to \( \varepsilon^\alpha \). Iterating these procedure, we can reduce these errors until they are of the same order as the \( \varepsilon^{1/2} |\ln \varepsilon| \) terms. This proves Theorem 3.2.

\( \square \)
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