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Abstract

Given an operator ideal $I$, we study the multi-ideal $I \circ L$ and the polynomial ideal $I \circ P$. The connection with the linearizations of these mappings on projective symmetric tensor products is investigated in detail. Applications to the ideals of strictly singular and absolutely summing linear operators are obtained.

§1. Introduction

Since the 1983 paper by A. Pietsch [26], ideals of multilinear mappings (multi-ideals) and homogeneous polynomials (polynomial ideals) between Banach spaces have been studied as a natural consequence of the successful theory of operator ideals. Several ideals have been investigated and abstract methods to generate ideals of multilinear mappings and polynomials have been introduced (see [6, 20]).

A multilinear mapping $A$ between Banach spaces is compact (weakly compact) if and only if $A$ can be written as $A = u \circ B$ where $B$ is a multilinear...
mapping and $u$ is a compact (weakly compact) linear operator. A similar characterization holds for compact and weakly compact homogeneous polynomials (see [25, 27]). So, given an operator ideal $\mathcal{I}$, it is natural to consider the multilinear mappings $A$ and the polynomials $P$ which can be written as $A = u \circ B$ and $P = u \circ Q$ with $u$ belonging to $\mathcal{I}$. This is a particular case of the technique known as composition ideals (see [20, 7.3]). In Section 2 we investigate the resulting multi and polynomial (normed, Banach) ideals exploring the connection with the linearizations of such mappings on the projective tensor product.

In Section 3 we consider the ideal of strictly singular linear operators, an ideal which gained much importance with the Gowers-Maurey theory of hereditarily indecomposable spaces. We provide examples, counterexamples and prove some properties of the composition polynomial ideal generated by the ideal of strictly singular operators.

In Section 4 we relate the composition multi-ideal generated by the ideal of absolutely summing linear operators with some other well studied classes. As consequences, a question raised by R. Alencar-M. C. Matos [2] is solved and an application to dominated polynomials on $C(K)$-spaces is obtained.

§2. Background and Notation

Throughout this paper $E_1, \ldots, E_n, E, F, G, G_1, \ldots, G_n$ will stand for Banach spaces over $\mathbb{K} = \mathbb{R}$ or $\mathbb{C}$ and $n$ will always be a positive integer. By $\mathcal{L}(E_1, \ldots, E_n; F)$ and $\mathcal{P}(n; E; F)$ we denote the Banach spaces of all continuous $n$-linear mappings from $E_1 \times \cdots \times E_n$ to $F$ and continuous $n$-homogeneous polynomials from $E$ to $F$, respectively, both of them with the usual sup norm. If $E_1 = \cdots = E_n = E$ we write $\mathcal{L}(n; E; F)$. If $F = \mathbb{K}$ we simply write $\mathcal{L}(E_1, \ldots, E_n)$, $\mathcal{L}(n; E)$ and $\mathcal{P}(n; E)$. Given $P \in \mathcal{P}(n; E)$, by $\hat{P}$ we mean the continuous symmetric $n$-linear mapping associated to the polynomial $P$. By $A_S$ we denote the symmetrization of the multilinear mapping $A$ and by $\hat{A}$ we mean the polynomial generated by $A$, that is $\hat{A}(x) = A(x, \ldots, x)$. The $n$-th polarization constant of the Banach space $E$ is denoted by $c(n, E)$, that is,

$$c(n, E) = \inf\{C > 0 : \|\hat{P}\| \leq C\|P\|, \text{ for all } P \in \mathcal{P}(n; E)\}.$$

For the general theory of multilinear mappings and homogeneous polynomials we refer to S. Dineen [18].

By $E_1 \hat{\otimes} \cdots \hat{\otimes} E_n$ we denote the completed projective tensor product of $E_1, \ldots, E_n$. If $E_1 = \cdots = E_n = E$ we write $\hat{\otimes}^n E$. For the theory of topological tensor products we refer to R. Ryan [28]. By $\hat{\otimes}^{n,a} E$ and $\hat{\otimes}_{\pi}^{n,a} E$ we denote the $n$-fold completed symmetric tensor product of $E$ endowed with the projective
norm $\pi$ and the projective $s$-tensor norm $\pi_s$, respectively. The projective norm $\pi$ is well-known and the projective $s$-tensor norm $\pi_s$ is defined by

$$\pi_s(z) = \inf \left\{ \sum_{j=1}^{k} |\lambda_j| \|x_j\|^n : k \in \mathbb{N}, z = \sum_{j=1}^{k} \lambda_j x_j \otimes \cdots \otimes x_j \right\}$$

for $z \in \otimes^{n,s} E$. For the properties of $\pi_s$ and the general theory of symmetric tensor products we refer to K. Floret [19].

An ideal of multilinear mappings (or multi-ideal) $M$ is a sub-class of the class of all continuous multilinear mappings between Banach spaces such that for all $n \in \mathbb{N}$ and Banach spaces $E_1, \ldots, E_n$ and $F$, the components $M(E_1, \ldots, E_n, F) := \mathcal{L}(E_1, \ldots, E_n, F) \cap M$ satisfy:

(i) $M(E_1, \ldots, E_n, F)$ is a linear subspace of $\mathcal{L}(E_1, \ldots, E_n, F)$ which contains the $n$-linear mappings of finite type.

(ii) The ideal property: if $A \in M(E_1, \ldots, E_n, F)$, $u_j \in \mathcal{L}(G_j, E_j)$ for $j = 1, \ldots, n$ and $t \in \mathcal{L}(F, H)$, then $t \circ A \circ (u_1, \ldots, u_n)$ is in $M(G_1, \ldots, G_n, H)$.

If $\|\cdot\|_M : M \to \mathbb{R}^+$ satisfies

(i') $(M(E_1, \ldots, E_n; F), \|\cdot\|_M)$ is a normed (Banach) space for all Banach spaces $E_1, \ldots, E_n$ and $F$ and all $n$,

(ii') $\|A^n : \mathbb{K}^n \to \mathbb{K} : A^n(x_1, \ldots, x_n) = x_1 \cdots x_n\|_M = 1$ for all $n$,

(iii') If $A \in M(E_1, \ldots, E_n, F)$, $u_j \in \mathcal{L}(G_j, E_j)$ for $j = 1, \ldots, n$ and $t \in \mathcal{L}(F, H)$, then $\|t \circ A \circ (u_1, \ldots, u_n)\|_M \leq \|t\|_\mathcal{M} \|A\|_M \|u_1\| \cdots \|u_n\|$, then $(M, \|\cdot\|_M)$ is called a normed (Banach) multi-ideal.

The multi-ideal $M$ is said to be

• closed if each $M(E_1, \ldots, E_n, F)$ is a closed subspace of $\mathcal{L}(E_1, \ldots, E_n, F)$;

• symmetric (cf. [9, 21]) if $A^\ast \in M$ whenever $A \in M$.

An ideal of homogeneous polynomials (or polynomial ideal) $Q$ is a sub-class of the class of all continuous homogeneous polynomials between Banach spaces such that for all $n \in \mathbb{N}$ and Banach spaces $E$ and $F$, the components $Q(n E, F) = \mathcal{P}(n E, F) \cap Q$ satisfy:

(i) $Q(n E, F)$ is a linear subspace of $\mathcal{P}(n E, F)$ which contains the $n$-homogeneous polynomials of finite type.

(ii) The ideal property: if $u \in \mathcal{L}(G, E)$, $P \in Q(n E, F)$ and $t \in \mathcal{L}(F, H)$, then the composition $t \circ P \circ u$ is in $Q(n G, H)$.

If $\|\cdot\|_Q : Q \to \mathbb{R}^+$ satisfies

(i') $(Q(n E; F), \|\cdot\|_Q)$ is a normed (Banach) space for all $E, F$ and $n$,

(ii') $\|P^n : \mathbb{K} \to \mathbb{K} : P^n(x) = x^n\|_Q = 1$ for all $n$,

(iii') If $u \in \mathcal{L}(G, E)$, $P \in Q(n E, F)$ and $t \in \mathcal{L}(F, H)$, then $\|t \circ P \circ u\|_Q \leq \|t\|_\mathcal{Q} \|P\|_Q \|u\|^n$. 
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then \((Q, \| \cdot \|_Q)\) is called a **normed (Banach) polynomial ideal**.

The polynomial ideal \(Q\) is said to be **closed** if each component \(Q(\mathcal{E}; \mathcal{F})\) is a closed subspace of \(\mathcal{P}(\mathcal{E}; \mathcal{F})\).

The case \(n = 1\) recovers the classical theory of (normed, Banach) operator ideals, for which the reader is referred to [15].

**§3. Composition Ideals**

Actually, we consider only a particular case of the procedure called composition ideals to generate multi and polynomials ideals from a given operator ideal.

**Definition 3.1.** Let \(\mathcal{I}\) be an operator ideal.

(a) An \(n\)-linear mapping \(A \in \mathcal{L}(\mathcal{E}_1, \ldots, \mathcal{E}_n; \mathcal{F})\) belongs to \(\mathcal{I} \circ \mathcal{L}\) - in this case we write \(A \in \mathcal{I} \circ \mathcal{L}(\mathcal{E}_1, \ldots, \mathcal{E}_n; \mathcal{F})\) - if there are a Banach space \(G\), an \(n\)-linear mapping \(B \in \mathcal{L}(\mathcal{E}_1, \ldots, \mathcal{E}_n; G)\) and an operator \(u \in \mathcal{I}(G; \mathcal{F})\) such that \(A = u \circ B\).

(b) An \(n\)-homogeneous polynomial \(P \in \mathcal{P}(\mathcal{E}; \mathcal{F})\) belongs to \(\mathcal{I} \circ \mathcal{P}\) - in this case we write \(P \in \mathcal{I} \circ \mathcal{P}(\mathcal{E}; \mathcal{F})\) - if there are a Banach space \(G\), an \(n\)-homogeneous polynomial \(Q \in \mathcal{P}(\mathcal{E}; G)\) and an operator \(u \in \mathcal{I}(G; \mathcal{F})\) such that \(P = u \circ Q\).

It is obvious that continuous multilinear forms belong to \(\mathcal{I} \circ \mathcal{L}\) and continuous scalar-valued homogeneous polynomials belong to \(\mathcal{I} \circ \mathcal{P}\).

Given \(A \in \mathcal{L}(\mathcal{E}_1, \ldots, \mathcal{E}_n; \mathcal{F})\) and \(P \in \mathcal{P}(\mathcal{E}; \mathcal{F})\) consider their linearizations

\[
\begin{align*}
A_L &: \mathcal{E}_1 \otimes \cdots \otimes \mathcal{E}_n \to \mathcal{F}, \quad A_L(x_1 \otimes \cdots \otimes x_n) = A(x_1, \ldots, x_n); \\
P_L &: \mathcal{E}_1 \otimes \cdots \otimes \mathcal{E}_n \to \mathcal{F}, \quad P_L(x \otimes \cdots \otimes x) = P(x); \\
P_{L,s} &: \mathcal{E}_1 \otimes \cdots \otimes \mathcal{E}_n \to \mathcal{F}, \quad P_{L,s}(x \otimes \cdots \otimes x) = P(x).
\end{align*}
\]

It is well known that \(\|A_L\| = \|A\|, \|P_L\| = \|P\|\) and \(\|P_{L,s}\| = \|\widehat{P}\|\) (see [19]).

**Proposition 3.2.** Let \(\mathcal{I}\) be an operator ideal.

(a) The following are equivalent for \(A \in \mathcal{L}(\mathcal{E}_1, \ldots, \mathcal{E}_n; \mathcal{F})\):

\(a1\) \(A \in \mathcal{I} \circ \mathcal{L}(\mathcal{E}_1, \ldots, \mathcal{E}_n; \mathcal{F})\).

\(a2\) \(A_L \in \mathcal{I}(\mathcal{E}_1 \otimes \cdots \otimes \mathcal{E}_n; \mathcal{F})\).

(b) The following are equivalent for \(P \in \mathcal{P}(\mathcal{E}; \mathcal{F})\):

\(b1\) \(P \in \mathcal{I} \circ \mathcal{P}(\mathcal{E}; \mathcal{F})\).

\(b2\) \(P_L \in \mathcal{I}(\mathcal{E}_1 \otimes \cdots \otimes \mathcal{E}_n; \mathcal{F})\).
(b3) $P_{h,s} \in \mathcal{I}(\hat{\otimes}_{\pi}^{n,s} E; F)$.
(b4) $\hat{P} \in \mathcal{I} \circ \mathcal{L}(n E; F)$.
(b5) There is $A \in \mathcal{I} \circ \mathcal{L}(n E; F)$ such that $\hat{A} = P$.

Proof. (a1) $\Rightarrow$ (a2) Let $A = u \circ B$ with $B \in \mathcal{L}(E_1, \ldots , E_n; G)$ and $u \in \mathcal{I}(G; F)$. For every $x_j \in E_j$, $j = 1, \ldots , n$,

$$(u \circ B_L)(x_1 \otimes \cdots \otimes x_n) = u(B_L(x_1 \otimes \cdots \otimes x_n)) = u(B(x_1, \ldots , x_n)) = A(x_1, \ldots , x_n) = A_L(x_1 \otimes \cdots \otimes x_n),$$

showing that $A_L = u \circ B_L$ (remember that both $A_L$ and $u \circ B_L$ are linear). So $A_L \in \mathcal{I}(E_1 \hat{\otimes} \cdots \hat{\otimes} E_n; F)$ by the ideal property.

(a2) $\Rightarrow$ (a1) Let $\sigma_n: E_1 \times \cdots \times E_n \longrightarrow E_1 \hat{\otimes} \cdots \hat{\otimes} E_n$ be the canonical $n$-linear mapping given by $\sigma_n(x_1, \ldots , x_n) = x_1 \otimes \cdots \otimes x_n$. The factorization $A = A_L \circ \sigma_n$ shows that $A \in \mathcal{I} \circ \mathcal{L}(E_1, \ldots , E_n; F)$.

(b1) $\Rightarrow$ (b2) As in the proof of (a1) $\Rightarrow$ (a2), $P_L = u \circ Q_L$ if $P = u \circ Q$.

(b2) $\Rightarrow$ (b1) Consider the canonical polynomial

$$\delta_n: E \longrightarrow \hat{\otimes}_{\pi}^{n,s} E: \delta_n(x) = x \otimes \cdots \otimes x; \delta_n \in \mathcal{P}(n E; \hat{\otimes}_{\pi}^{n,s} E).$$

The factorization $P = P_L \circ \delta_n$ shows that $P \in \mathcal{I} \circ \mathcal{P}(n E; F)$.

(b2) $\Leftrightarrow$ (b3) This equivalence follows from the inequalities $\pi \leq \pi_s \leq c(n, E)\pi$, which hold on $\hat{\otimes}_{\pi}^{n,s} E$ (see [19, p. 162]).

(b2) $\Rightarrow$ (b4) Let $S_n: \hat{\otimes}_{\pi}^{n} E \longrightarrow \hat{\otimes}_{\pi}^{n,s} E$ be the symmetrization operator, that is

$$S_n(x_1 \otimes \cdots \otimes x_n) = \frac{1}{n!} \sum_{\tau \in \Delta_n} x_{\tau(1)} \otimes \cdots \otimes x_{\tau(n)},$$

where $\Delta_n$ is the set of all permutations of $\{ 1, \ldots , n \}$. For every $x_1, \ldots , x_n \in E$, using that $P_L$ and $P_L$ coincide on $\hat{\otimes}_{\pi}^{n,s} E$ and that $\hat{P}$ is symmetric we obtain

$$(P_L \circ S_n \circ \sigma_n)(x_1, \ldots , x_n) = P_L(S_n(\sigma_n(x_1, \ldots , x_n))) = P_L(S_n(x_1 \otimes \cdots \otimes x_n))$$

$$= P_L \left( \frac{1}{n!} \sum_{\tau \in \Delta_n} x_{\tau(1)} \otimes \cdots \otimes x_{\tau(n)} \right)$$

$$= \hat{P}_L \left( \frac{1}{n!} \sum_{\tau \in \Delta_n} x_{\tau(1)} \otimes \cdots \otimes x_{\tau(n)} \right)$$

$$= \frac{1}{n!} \sum_{\tau \in \Delta_n} \hat{P}_L (x_{\tau(1)} \otimes \cdots \otimes x_{\tau(n)})$$

$$= \frac{1}{n!} \sum_{\tau \in \Delta_n} \hat{P} (x_{\tau(1)}, \ldots , x_{\tau(n)}) = \hat{P}(x_1, \ldots , x_n),$$
showing that $\hat{P} = P_L \circ S_n \circ \sigma_n$. $P_L \in \mathcal{I}(\hat{\otimes}_n^\alpha E; F)$ by assumption, so $P_L \circ S_n \in \mathcal{I}(\otimes_n^\alpha E; F)$. The factorization $\hat{P} = (P_L \circ S_n) \circ \sigma_n$ yields that $\hat{P} \in \mathcal{I} \circ \mathcal{L}(n; E; F)$.

(b4) $\Rightarrow$ (b5) This is obvious with $A = \hat{P}$.
(b5) $\Rightarrow$ (b1) There is $u$ in $\mathcal{I}$ such that $A = u \circ B$. So $P = \hat{A} = u \circ \hat{B}$. $
$

**Proposition 3.3.** Let $\mathcal{I}$ be a (closed) operator ideal. Then:

(a) $\mathcal{I} \circ \mathcal{L}$ is a symmetric (closed) multi-ideal.

(b) $\mathcal{I} \circ \mathcal{P}$ is a (closed) polynomial ideal.

**Proof.** That $\mathcal{I} \circ \mathcal{L}$ and $\mathcal{I} \circ \mathcal{P}$ are (closed) ideals is folklore. Let us prove that $\mathcal{I} \circ \mathcal{L}$ is symmetric: given $A \in \mathcal{I} \circ \mathcal{L}(n; E; F)$, by Proposition 3.2 ((b5) $\Rightarrow$ (b1)) we know that $\hat{A} \in \mathcal{I} \circ \mathcal{P}(n; E; F)$, so $A_S = (\hat{A})^\vee \in \mathcal{I} \circ \mathcal{L}(n; E; F)$ by ((b1) $\Rightarrow$ (b4)) of the same proposition.

Let $\mathcal{K}$ and $\mathcal{W}$ be the closed operator ideals formed by all compact and weakly compact polynomials, respectively. The equality $\mathcal{P}_n = \mathcal{P}$ yields that $\mathcal{I} = \mathcal{I} \circ \mathcal{L}$, and $\mathcal{I} = \mathcal{I} \circ \mathcal{P}$ is (closed) polynomial ideal.

Let $\mathcal{K}$ and $\mathcal{W}$ be the closed operator ideals formed by all compact and weakly compact polynomials, respectively. The equality $\mathcal{P}_n = \mathcal{P}$ yields that $\mathcal{I} = \mathcal{I} \circ \mathcal{L}$, and $\mathcal{I} = \mathcal{I} \circ \mathcal{P}$ is (closed) polynomial ideal.

Let $\mathcal{K}$ and $\mathcal{W}$ be the closed operator ideals formed by all compact and weakly compact polynomials, respectively. The equality $\mathcal{P}_n = \mathcal{P}$ yields that $\mathcal{I} = \mathcal{I} \circ \mathcal{L}$, and $\mathcal{I} = \mathcal{I} \circ \mathcal{P}$ is (closed) polynomial ideal.

Our results extend this fact to arbitrary operator ideals.

Next we show that $\mathcal{I} \circ \mathcal{L}$ and $\mathcal{I} \circ \mathcal{P}$ extend typical linear behavior to the nonlinear context. The identity operator on a Banach space $E$ is denoted by $id_E$. Given an operator ideal $\mathcal{I}$ and a Banach space $F$, it is clear that

$$id_F \in \mathcal{I}(F; F) \iff \mathcal{I}(E; F) = \mathcal{L}(E; F)$$

**Lemma 3.4.** Let $\mathcal{I}_1, \mathcal{I}_2, \mathcal{I}$ be operator ideals, $n \in \mathbb{N}$ and $E, E_1, \ldots, E_n, F$ be Banach spaces.

(a) If $\mathcal{I}_1 \circ \mathcal{L}(E_1, \ldots, E_n; F) \subseteq \mathcal{I}_2 \circ \mathcal{L}(E_1, \ldots, E_n; F)$, then $\mathcal{I}_1(E_j; F) \subseteq \mathcal{I}_2(E_j; F)$ for every $j = 1, \ldots, n$. In particular, if $\mathcal{I} \circ \mathcal{L}(E_1, \ldots, E_n; F) = \mathcal{L}(E_1, \ldots, E_n; F)$, then $\mathcal{I}(E_j; F) = \mathcal{L}(E_j; F)$ for every $j = 1, \ldots, n$.

(b) If $\mathcal{I}_1 \circ \mathcal{P}(n; E; F) \subseteq \mathcal{I}_2 \circ \mathcal{P}(n; E; F)$, then $\mathcal{I}_1(E; F) \subseteq \mathcal{I}_2(E; F)$. In particular, if $\mathcal{I} \circ \mathcal{P}(n; E; F) = \mathcal{P}(n; E; F)$, then $\mathcal{I}(E; F) = \mathcal{L}(E; F)$.

**Proof.** (a) Let $v \in \mathcal{I}_1(E_j; F)$. For $i \neq j$, fix $0 \neq a_i \in E_i$, $\varphi_i \in (E_i)'$ with $\varphi_i(a_i) = 1$ and define $A \in \mathcal{L}(E_1, \ldots, E_n; F)$ by

$A(x_1, \ldots, x_n) = \varphi_1(x_1) \cdots \varphi_{j-1}(x_{j-1}) \varphi_j(x_j) \varphi_{j+1}(x_{j+1}) \cdots \varphi_n(x_n) v(x_j)$. 

Letting \( C(x_1, \ldots, x_n) = \varphi_1(x_1) \cdots \varphi_{j-1}(x_{j-1}) \varphi_{j+1}(x_{j+1}) \cdots \varphi_n(x_n) x_j \) we have that \( C \in \mathcal{L}(E_1, \ldots, E_n; E_j) \) and \( A = v \circ C \). Hence \( A \in \mathcal{I}_1 \circ \mathcal{L}(E_1, \ldots, E_n; F) \), so by assumption \( A \in \mathcal{I}_2 \circ \mathcal{L}(E_1, \ldots, E_n; F) \). Let \( A = u \circ B \), where \( u \in \mathcal{I}_2(\mathcal{G}; F) \) and \( B \in \mathcal{L}(E_1, \ldots, E_n; G) \). For every \( x \in E_j \),

\[
v(x) = A(a_1, \ldots, a_{j-1}, x, a_{j+1}, \ldots, a_n)
\]

hence we find that \( v = u \circ B(a_1, \ldots, a_{j-1}, x, a_{j+1}, \ldots, a_n) \), so \( v \in \mathcal{I}_2(E_j; F) \) as \( u \) belongs to \( \mathcal{I}_2 \).

(b) Given \( v \in \mathcal{I}_1(E; F) \), fix \( 0 \neq a \in E \) and \( \varphi \in E' \) with \( \varphi(a) = 1 \) and define \( P \in \mathcal{P}^n(E; F) \) by \( P(x) = \varphi(x)^{n-1}v(x) \). Letting \( R(x) = \varphi(x)^{n-1}x \) we have that \( R \in \mathcal{P}^n(E; E) \) and \( P = v \circ R \). Hence \( P \in \mathcal{I}_1 \circ \mathcal{P}^n(E; F) \), so by assumption \( P \in \mathcal{I}_2 \circ \mathcal{P}^n(E; F) \). Let \( P = u \circ Q \), where \( u \in \mathcal{I}_2(\mathcal{G}; F) \) and \( Q \in \mathcal{P}^n(E; G) \). Since \( \hat{P} = u \circ \hat{Q} \), for every \( x \in E \),

\[
(u \circ \hat{Q}(a, \ldots, a, x))(x) = u(\hat{Q}(a, \ldots, a, x)) = \hat{P}(a, \ldots, a, x)
\]

\[
= \frac{1}{n}(v(x) + (n-1)\varphi(x)v(a)).
\]

Therefore, \( n(u \circ \hat{Q}(a, \ldots, a, x)) = v + (n-1)\varphi(a)v(a) \). It follows that \( v \in \mathcal{I}_2(E; F) \) as \( u \) belongs to \( \mathcal{I}_2 \) and \( \varphi(a)v(a) \) is a finite rank operator.

In Remark 4.4 we shall see that the converse of Lemma 3.4 does not hold.

**Proposition 3.5.** Let \( \mathcal{I} \) be an operator ideal and \( F \) be a Banach space.

The following are equivalent:

(a) \( \text{id}_F \in \mathcal{I}(F; F) \).

(b) \( \mathcal{I} \circ \mathcal{L}(E_1, \ldots, E_n; F) = \mathcal{L}(E_1, \ldots, E_n; F) \) for every \( n \) and every \( E_1, \ldots, E_n \).

(c) \( \mathcal{I} \circ \mathcal{L}(E_1, \ldots, E_n; F) = \mathcal{L}(E_1, \ldots, E_n; F) \) for some \( n \) and every \( E_1, \ldots, E_n \).

(d) \( \mathcal{I} \circ \mathcal{P}^n(E; F) = \mathcal{P}^n(E; F) \) for every \( n \) and every \( E \).

(e) \( \mathcal{I} \circ \mathcal{P}^n(E; F) = \mathcal{P}^n(E; F) \) for some \( n \) and every \( E \).

**Proof.** It is obvious that (a) implies all the others. \( (b) \implies (c) \) and \( (d) \implies (e) \) are obvious too. \( (c) \implies (a) \) and \( (e) \implies (a) \) follow from Lemma 3.4 (a) and (b), respectively.

Let \( \mathcal{I} \) be a closed operator ideal. By Proposition 3.3, \( \mathcal{I} \circ \mathcal{L} \) and \( \mathcal{I} \circ \mathcal{P} \) become Banach multi and polynomial ideals, respectively, with respect to the usual sup norm. For arbitrary ideals, we proceed as follows.
Definition 3.6. Let $I$ be a normed operator ideal.
(a) For $A \in I \circ \mathcal{L}(E_1, \ldots, E_n; F)$, define
$$
\|A\|_{I \circ \mathcal{L}} := \inf \{\|u\|_I \|B\| : A = u \circ B, B \in \mathcal{L}(E_1, \ldots, E_n; G), u \in I(G; F)\}.
$$
(b) For $P \in I \circ \mathcal{P}(n E; F)$, define $\|P\|_{I \circ \mathcal{P}} := \|\hat{P}\|_{I \circ \mathcal{L}}$ and
$$
\|P\|_{I \circ \mathcal{P}; 2} := \inf \{\|u\|_I \|Q\| : P = u \circ Q, Q \in \mathcal{P}(n E; G), u \in I(G; F)\}.
$$

Proposition 3.7. Let $I$ be a normed (Banach) operator ideal.
(a) $\| \cdot \|_{I \circ \mathcal{L}}$ makes $I \circ \mathcal{L}$ a normed (Banach) multi-ideal. Moreover, $\|A\|_{I \circ \mathcal{L}} = \|A_L\|_I$ for every $A \in I \circ \mathcal{L}(E_1, \ldots, E_n; F)$.
(b) Both $\| \cdot \|_{I \circ \mathcal{P}, 1}$ and $\| \cdot \|_{I \circ \mathcal{P}; 2}$ make $I \circ \mathcal{P}$ a normed (Banach) polynomial ideal. Moreover, for every $P \in I \circ \mathcal{P}(n E; F)$,
$$
\|P\|_{I \circ \mathcal{P}, 1} = \|P_L\|_I = \inf \{\|A\|_{I \circ \mathcal{L}} : A \in I \circ \mathcal{L}(n E; F) \text{ and } \hat{A} = P\},
$$
$$
\|P\|_{I \circ \mathcal{P}; 2} = \|P_{L, s}\|_I \quad \text{and} \quad \|P\|_{I \circ \mathcal{P}; 2} \leq \|P\|_{I \circ \mathcal{P}, 1} \leq c(n, E)\|P\|_{I \circ \mathcal{P}, 2}.
$$

Proof. It is also folklore that $\| \cdot \|_{I \circ \mathcal{L}}$ is a multi-ideal (complete) norm and that $\| \cdot \|_{I \circ \mathcal{P}, 1}$ and $\| \cdot \|_{I \circ \mathcal{P}; 2}$ are polynomial ideal (complete) norms. We keep the notation introduced in the proof of Proposition 3.2. Let $A \in I \circ \mathcal{L}(E_1, \ldots, E_n; F)$. If $A = u \circ B$ with $B \in \mathcal{L}(E_1, \ldots, E_n; G)$ and $u \in I(G; F)$,
$$
\|A_L\|_I = \|(u \circ B)_L\|_I = \|u \circ B_L\|_I \leq \|u\|_I \|B_L\| = \|u\|_I \|B\|.
$$
Taking the infimum over all such factorizations we have that $\|A_L\|_I \leq \|A\|_{I \circ \mathcal{L}}$. It follows that $\|A_L\|_I = \|A\|_{I \circ \mathcal{L}}$ because $A = A_L \circ \sigma_n$ and $\|\sigma_n\| = 1$. Let $\hat{P} = P_L \circ S_n \circ \sigma_n$, we have that $\hat{P}_L = P_L \circ S_n$. By [19, p. 162] we know that $\|S_n\| = 1$, so
$$
\|P\|_{I \circ \mathcal{P}, 1} = \|P\|_{I \circ \mathcal{L}} = \|\hat{P}_L\|_I = \|P_L \circ S_n\|_I \leq \|P_L\|_I \|S_n\| = \|P_L\|_I = \|\hat{P}_L \circ i_n\|_I \leq \|\hat{P}_L\|_I \|i_n\| = \|\hat{P}_L\|_I = \|\hat{P}\|_{I \circ \mathcal{L}} = \|P\|_{I \circ \mathcal{P}, 1}.
$$
Now let $A \in I \circ \mathcal{L}(n E; F)$ be such that $\hat{A} = P$. For every $\sigma \in \Delta_n$, consider the $n$-linear mappings
$$
B^n : E \times \cdots \times E \rightarrow \widehat{\otimes^n E} ; \ B^n(x_1, \ldots, x_n) = x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(n)},
$$
$$
A_n : E \times \cdots \times E \rightarrow F ; \ A_n(x_1, \ldots, x_n) = A(x_{\sigma(1)}, \ldots, x_{\sigma(n)}).
$$
It is easy to check that \((A_\sigma)_L = A_L \circ (B_\sigma)_L\), so, for every \(\sigma \in \Delta_n\), \((A_\sigma)_L\) belongs to \(I\) and
\[
\|(A_\sigma)_L\|_I \leq \|A_L\|_I \|\hskip1pt (B_\sigma)_L\| = \|A_L\|_I \|B_\sigma\| = \|A_L\|_I.
\]
From \(\hat{P} = A_S = \frac{1}{n!} \sum_{\sigma \in \Delta_n} A_\sigma\) we have
\[
\|P\|_{I \circ \mathcal{P}, 1} = \|\hat{P}\|_{I \circ \mathcal{L}} = \left\| \frac{1}{n!} \sum_{\sigma \in \Delta_n} A_\sigma \right\|_{I \circ \mathcal{L}} \leq \frac{1}{n!} \sum_{\sigma \in \Delta_n} \|A_\sigma\|_{I \circ \mathcal{L}} = \frac{1}{n!} \sum_{\sigma \in \Delta_n} \|A_L\|_I \|A_\sigma\|_{I \circ \mathcal{L}} = \frac{1}{n!} \sum_{\sigma \in \Delta_n} \|A_\sigma(L)\|_I \leq \frac{1}{n!} \sum_{\sigma \in \Delta_n} \|A_L\|_I = \|A_L\|_I = \|A\|_{I \circ \mathcal{L}},
\]
for every \(A \in I \circ \mathcal{L}(nE; F)\) such that \(\hat{A} = P\). Therefore,
\[
\|P\|_{I \circ \mathcal{P}, 1} \leq \inf \{\|A\|_{I \circ \mathcal{L}} : A \in I \circ \mathcal{L}(nE; F)\} \text{ and } \hat{A} = P).
\]
The reverse inequality is obvious as \(\hat{P} \in I \circ \mathcal{L}(nE; F)\) and \(\hat{P} = P\). The argument used to prove that \(\|A_L\|_I = \|A\|_{I \circ \mathcal{L}}\) can be repeated to prove that
\[
\|P_{L,s}\|_I \leq \frac{1}{n!} \sum_{\sigma \in \Delta_n} \|A_\sigma\|_{I \circ \mathcal{L}} \leq \frac{1}{n!} \sum_{\sigma \in \Delta_n} \|A_L\|_I = \|A_L\|_I = \|A\|_{I \circ \mathcal{L}},
\]
and the already mentioned inequalities \(\pi \leq \sigma \leq c(n, E)\pi\).

Sometimes these new norms coincide with the usual sup norms:

**Corollary 3.8.** If either

(a) \(I\) is a closed operator ideal, \(A \in I \circ \mathcal{L}(E_1, \ldots, E_n; F)\) and \(P \in I \circ \mathcal{P}(nE; F)\), or

(b) \(I\) is an arbitrary normed operator ideal, \(A \in \mathcal{L}(E_1, \ldots, E_n)\) and \(P \in \mathcal{P}(nE)\),

then \(\|A\|_{I \circ \mathcal{L}} = \|A\|\), \(\|P\|_{I \circ \mathcal{P}, 1} = \|P\|\) and \(\|P\|_{I \circ \mathcal{P}, 2} = \|P\|\).

**Proof.** In both cases, Proposition 3.7 gives
\[
\|A\|_{I \circ \mathcal{L}} = \|A_L\|_I = \|A_\sigma\|_I = \|A\|,
\]
\[
\|P\|_{I \circ \mathcal{P}, 1} = \|P_L\|_I = \|P_\sigma\|_I = \|\hat{P}\|,
\]
\[
\|P\|_{I \circ \mathcal{P}, 2} = \|P_{L,s}\|_I = \|P_{L,s}\|_I = \|P\|.
\]

\(\square\)
§4. Strictly Singular Polynomials

An operator \( u \in \mathcal{L}(E; F) \) is strictly singular, in symbols \( u \in \text{SS}(E; F) \), if for every infinite-dimensional subspace \( G \) of \( E \), the restriction of \( u \) to \( G \), \( u|_G : G \to u(G) \), is not an isomorphism; or, equivalently, if for every infinite-dimensional subspace \( G \) of \( E \) and every \( \varepsilon > 0 \), there is \( x \in G \) such that \( \|u(x)\| < \varepsilon \|x\| \).

For the closed ideals \( \mathcal{K} \) and \( \mathcal{W} \) we have already mentioned that a polynomial \( P \) is compact (weakly compact) if and only if \( P \in \mathcal{K} \circ P \) \((P \in \mathcal{W} \circ P)\). Since the ideal of all strictly singular linear operators, denoted by \( \text{SS} \), is closed, the following definition is quite natural:

**Definition 4.1.** Let \( P \in \mathcal{P}(^n E; F) \). We say that \( P \) is strictly singular if \( P \in \text{SS} \circ P \).  

**Examples 4.2 (Strictly singular polynomials).** It is plain that every scalar-valued continuous homogeneous polynomial is strictly singular. More generally we have that every compact homogeneous polynomial is strictly singular: \( \mathcal{P}_c = \mathcal{K} \circ \mathcal{P} \subseteq \text{SS} \circ \mathcal{P} \) because compact linear operators are strictly singular. In particular, every homogeneous polynomial from \( c_0 \) to \( \ell_p \), \( 1 \leq p < +\infty \), is strictly singular ([3, p. 216]); and, for \( nq < p \), every \( n \)-homogeneous polynomial from \( \ell_p \) to \( \ell_q \) is strictly singular ([1, Theorem 4.2]). The existence of non-compact strictly singular polynomials is an easy consequence of Corollary 4.6.

**Examples 4.3 (Non-strictly singular polynomials).**

(a) Consider the bilinear mapping

\[
A : \ell_2 \times \ell_2 \longrightarrow \ell_1 ; \quad A((x_j), (y_j)) = (x_j y_j).
\]

Let \((e_j)\) be the standard unit vectors of \( \ell_2 \), and let \( D \) be the closed span of the diagonal vectors \( e_j \otimes e_j \) in \( \ell_2 \hat{\otimes} \pi \ell_2 \). By [28, Example 2.10], extending to \( \ell_1 \) the linear operator

\[
(\lambda_1, \ldots, \lambda_k, 0, 0, \ldots) \mapsto I((\lambda_1, \ldots, \lambda_k, 0, 0, \ldots)) := \sum_{j=1}^{k} \lambda_j e_j \otimes e_j
\]

we obtain an isometric isomorphism \( I : \ell_1 \longrightarrow D \). For every \( x = \sum_{j=1}^{k} \lambda_j e_j \otimes e_j \)
$e_j \in D,$

$$(I \circ A_L)(x) = I \left( A_L \left( \sum_{j=1}^{k} \lambda_j e_j \otimes e_j \right) \right) = I \left( \sum_{j=1}^{k} \lambda_j A_L(e_j \otimes e_j) \right) = I \left( \sum_{j=1}^{k} \lambda_j A(e_j, e_j) \right) = \sum_{j=1}^{k} \lambda_j e_j = x,$$

showing that $I \circ A_L|_D$ is the identity on $D$, hence an isomorphism. Therefore, $A_L|_{D} = I^{-1} \circ I \circ A_L|_D$ is an isomorphism as well, proving that $A_L$ is not strictly singular. So, $A \not\in SS \circ \mathcal{L}(\ell_2; \ell_1)$. By Proposition 3.2 it follows that $A \not\in SS \circ \mathcal{P}(\ell_2; \ell_1)$.

(b) Given $n \in \mathbb{N}$ and an infinite-dimensional Banach space $E$, consider the canonical polynomial $\delta_n \in \mathcal{P}(nE; \overset{n,s}{E})$ defined in the proof of Proposition 3.2. It is clear that $(\delta_n)_L$ is the identity operator on $\overset{n,s}{E}$, hence not strictly singular as the identity operator on an infinite-dimensional space is never strictly singular. Therefore, $\delta_n \not\in SS \circ \mathcal{P}(nE; \overset{n,s}{E})$.

**Remark 4.4.** Since $\ell_1$ and $\ell_2$ do not have isomorphic infinite-dimensional closed subspaces, $SS(\ell_2; \ell_1) = \mathcal{L}(\ell_2; \ell_1)$. By Example 4.3(a) we know that $SS \circ \mathcal{P}(\ell_2; \ell_1) \neq \mathcal{P}(\ell_2; \ell_1)$ (therefore $SS \circ \mathcal{L}(\ell_2; \ell_1) \neq \mathcal{L}(\ell_2; \ell_1)$), so the converse of Lemma 3.4 does not hold true.

Recall that the Banach spaces $E$ and $F$ are called *totally incomparable* if they do not have isomorphic infinite-dimensional closed subspaces. It is well known that any two different spaces of the family $\{e_0, \ell_p, 1 \leq p < +\infty\}$ are totally incomparable.

**Proposition 4.5.** Let $n \in \mathbb{N}$ and $E$ and $F$ be Banach spaces such that $\overset{n,s}{E}$ and $F$ are totally incomparable. Then $\mathcal{P}(nE; F) = SS \circ \mathcal{P}(nE; F)$.

**Proof.** Given $P \in \mathcal{P}(nE; F)$, $P_L \in \mathcal{L}(\overset{n,s}{E}; F)$, which is strictly singular by assumption. \qed

**Corollary 4.6.** $\mathcal{P}(n\ell_1; \ell_p) = SS \circ \mathcal{P}(n\ell_1; \ell_p)$ and $\mathcal{P}(n\ell_1; e_0) = SS \circ \mathcal{P}(n\ell_1; e_0)$ for every $n$ and every $1 < p < +\infty$. 


Proof. By [28, Exercise 2.6] we know that, for every $n$, $\widehat{\ell}_n^p$ is isometrically isomorphic to $\ell_1$. So $\widehat{\ell}_n^p$ and $\ell_p$, $1 < p < +\infty$ (or $c_0$) are totally incomparable. The result follows from Proposition 4.5.

By Proposition 3.5 we know that Corollary 4.6 is no longer true for $p = 1$. Besides being a partial converse of Proposition 4.5, the next result provides nice consequences on the existence of non-strictly singular polynomials.

**Proposition 4.7.** Let $n \in \mathbb{N}$ and $E$ and $F$ be Banach spaces. If $\mathcal{P}(nE; F) = SS \circ \mathcal{P}(nE; F)$, then no infinite-dimensional subspace of $F$ is isomorphic to any complemented subspace of $\widehat{\ell}_n^s E$, $k = 1, \ldots, n$.

Proof. Since $\widehat{\ell}_n^s E$ is a complemented subspace of $\widehat{\ell}_n^s E$ [4, Corollary 4], it suffices to show that no infinite-dimensional subspace of $F$ is isomorphic to any complemented subspace of $\widehat{\ell}_n^s E$. Assume that there exist an infinite-dimensional subspace $X$ of $F$, a complemented subspace $Y$ of $\widehat{\ell}_n^s E$ and an onto isomorphism $u: Y \rightarrow X$. Let $p_Y: \widehat{\ell}_n^s E \rightarrow Y$ be a projection onto $Y$. Consider the chain

$$E \xrightarrow{\delta_n} \widehat{\ell}_n^s E \xrightarrow{p_Y} Y \xrightarrow{u} X \xrightarrow{i_X} F,$$

where $\delta_n$ is the canonical polynomial defined in the proof of Proposition 3.2 and $i_X: X \rightarrow F$ is the formal inclusion. Defining $Q := i_X \circ u \circ p_Y \circ \delta_n \in \mathcal{P}(nE; F)$ it follows that $Q_L = i_X \circ u \circ p_Y$, which is not strictly singular because $i_X \circ u \circ p_Y|_Y$ is an isomorphism onto its range. Thus $Q \notin SS \circ \mathcal{P}(nE; F)$.

**Corollary 4.8.**

(a) $\mathcal{P}(n \ell_n; \ell_p) \neq SS \circ \mathcal{P}(n \ell_n; \ell_p)$ for every $n \in \mathbb{N}$ and every $1 \leq p < +\infty$.

(b) Let $1 \leq p < +\infty$ and let $E$ be such that $\ell_p$ is a quotient of $E$. Then $\mathcal{P}(nE; \ell_1) \neq SS \circ \mathcal{P}(nE; \ell_1)$ for every $n \geq p$.

Proof. (a) Since $\ell_p$ is a complemented subspace of $\widehat{\ell}_n^s \ell_n$ (see [5, Theorem 13]), the result follows from Proposition 4.7. The case $p = 1$ also follows from an easy adaptation of [28, Example 2.10] and Example 4.3(a). Actually, the polynomial $P((x_j)_{j=1}^\infty) = (x_j^p)_{j=1}^\infty$ does not belong to $SS \circ \mathcal{P}(n \ell_n; \ell_1)$.

(b) For $n \geq p$, $\ell_\infty$ is a subspace of $\mathcal{P}(nE) = (\widehat{\ell}_n^{s, p} E)'$ by [18, Corollary 1.56]. So by [22, Proposition 1.2.e.8] it follows that $\ell_1$ is a complemented subspace of $\widehat{\ell}_n^{s, p} E$. The result follows again from Proposition 4.7 as $\widehat{\ell}_n^{s, p} E$ and $\widehat{\ell}_n^{s, p} E$ are isomorphic.
§5. Absolutely Summing Multilinear Mappings

Let $\Pi(E; F)$ denote the space of all absolutely summing linear operators from $E$ to $F$. In this section we shall establish relationships between the multi-ideal $\Pi \circ \mathcal{L}$ and other three already investigated classes of multilinear mappings which generalize the absolutely summing linear operators.

**Definition 5.1.** An $n$-linear mapping $A \in \mathcal{L}(E_1, \ldots, E_n; F)$ is said to be
- **semi-integral** [2, 7, 13] if there are $C \geq 0$ and a regular Borel probability measure $\mu$ on $B_{E_1'} \times \cdots \times B_{E_n'}$ such that for every $(x_1, \ldots, x_n) \in E_1 \times \cdots \times E_n$,

  $$\|A(x_1, \ldots, x_n)\| \leq C \cdot \int_{B_{E_1'} \times \cdots \times B_{E_n'}} |\varphi_1(x_1) \cdots \varphi_n(x_n)| d\mu(\varphi_1, \ldots, \varphi_n).$$

- **dominated** [6, 7, 8, 10, 24] if $(A(x_{1j}, \ldots, x_{nj}))_{j=1}^\infty$ is absolutely $\frac{1}{n}$-summable in $F$ whenever $(x_{kj})_{j=1}^\infty$ are weakly summable in $E_k$, $k = 1, \ldots, n$.

- **strongly summing** [11, 17] if there is $C \geq 0$ such that for every $k \in \mathbb{N}$ and every $x_{1i}^1, \ldots, x_{ni}^i \in E_i$, $i = 1, \ldots, n$,

  $$\sum_{j=1}^k \|A(x_{1j}^1, \ldots, x_{nj}^n)\| \leq C \cdot \sup_{T \in B_{\mathcal{L}(E_1, \ldots, E_n)}} \sum_{j=1}^k |T(x_{1j}^1, \ldots, x_{nj}^n)|.$$

Strongly summing multilinear mappings were introduced by V. Dimant [17] for real Banach spaces, but complex scalars work for our purposes as well. The spaces of all semi-integral, dominated and strongly summing $n$-linear mappings from $E_1 \times \cdots \times E_n$ to $F$ are denoted by $\mathcal{L}_{si}(E_1, \ldots, E_n; F)$, $\mathcal{L}_{d}(E_1, \ldots, E_n; F)$ and $\mathcal{L}_{ss}(E_1, \ldots, E_n; F)$, respectively. These spaces become Banach spaces with the semi-integral, dominated and strongly summing norms, which definitions can be found in [2], [24] and [17], respectively.

R. Alencar-M. C. Matos [2] introduced a reasonable crossnorm $\sigma$ such that $\mathcal{L}_{si}(E_1, \ldots, E_n)$ is isometrically isomorphic to $(E_1 \otimes_{\sigma} \cdots \otimes_{\sigma} E_n)'$ [2, Theorem 4.8]. When we consider the linearization $A_L$ of a semi-integral mapping $A \in \mathcal{L}_{si}(E_1, \ldots, E_n; F)$ defined on $E_1 \otimes_{\sigma} \cdots \otimes_{\sigma} E_n$, it will be denoted $A_L^\sigma$. As to vector-valued mappings we have:

**Theorem 5.2.**

(a) ([2, Proposition 4.10]) Let $A \in \mathcal{L}(E_1, \ldots, E_n; F)$. If $A_L^\sigma: E_1 \otimes_{\sigma} \cdots \otimes_{\sigma} E_n \rightarrow F$ is absolutely summing, then $A$ is semi-integral.

(b) ([2, Corollaries 5.8 and 5.9]) Let $K_1, \ldots, K_n$ be compact Hausdorff spaces,
$F$ be an arbitrary Banach space and $A \in \mathcal{L}(\mathcal{C}(K_1), \ldots, \mathcal{C}(K_n); F)$. Then, $A$ is semi-integral if and only if $A^{\sigma}_{\pi} : \mathcal{C}(K_1) \hat{\otimes} \cdots \hat{\otimes} \mathcal{C}(K_n) \rightarrow F$ is absolutely summing.

The next five results show that, like the operator ideal $\Pi$, the multi-ideal $\Pi \circ \mathcal{L}$ is neither very small nor very large. We begin with the following combination of Lemma 3.4 with the Weak Dvoretzky-Rogers Theorem [16, Theorem 2.18]:

**Proposition 5.3** (Dvoretzky-Rogers-type theorem). The following assertions are equivalent for a Banach space $E$:

(a) $\Pi \circ \mathcal{L}(n; E) = \mathcal{L}(n; E)$ for every $n \in \mathbb{N}$.

(b) $\Pi \circ \mathcal{L}(n; E) = \mathcal{L}(n; E)$ for some $n \in \mathbb{N}$.

(c) $E$ is finite-dimensional.

**Proposition 5.4** (Grothendieck-type theorem). $\Pi \circ \mathcal{L}(E_1, \ldots, E_n; F) = \mathcal{L}(E_1, \ldots, E_n; F)$ for every $n$, any $\mathcal{L}_1$-spaces $E_1, \ldots, E_n$ and any $\mathcal{L}_2$-space $F$.

**Proof.** Let $A \in \mathcal{L}(E_1, \ldots, E_n; F)$. With the help of [14, Ex 23.17(c)] it is easy to see that $E_1 \hat{\otimes} \cdots \hat{\otimes} E_n$ is an $\mathcal{L}_1$-space. So, $A_L$ is a linear operator from an $\mathcal{L}_1$-space into an $\mathcal{L}_2$-space, which is absolutely summing by Grothendieck’s Theorem [16, Theorem 3.1]. □

**Proposition 5.5** (Lindenstrauss-Pełczyński-type theorem). The following assertions are equivalent for an infinite-dimensional Banach space $E$ with unconditional basis.

(a) $\Pi \circ \mathcal{L}(n; E) = \mathcal{L}(n; E)$ for every $n \in \mathbb{N}$.

(b) $\Pi \circ \mathcal{L}(n; E) = \mathcal{L}(n; E)$ for some $n \in \mathbb{N}$.

(c) $E$ is isomorphic to $\ell_1(\Gamma)$ for some $\Gamma$ and $F$ is isomorphic to a Hilbert space.

**Proof.** Supposing (b), by Lemma 3.4 we find that $\Pi(E; F) = \mathcal{L}(E; F)$, so the Lindenstrauss-Pełczyński Theorem [23, Theorem 4.2] gives (c). The implication (c) $\Rightarrow$ (a) follows from Proposition 5.4 and (a) $\Rightarrow$ (b) is obvious. □

By $\mathcal{L}_W(E_1, \ldots, E_n; F)$ we mean the closed subspace of $\mathcal{L}(E_1, \ldots, E_n; F)$ formed by the weakly compact mappings and by $\mathcal{J}$ the ideal of all integral multilinear mappings (see, e.g., [12, Definition 2.1]).

**Proposition 5.6.** $\mathcal{J} \subseteq \Pi \circ \mathcal{L} \subseteq (\mathcal{L}_{ss} \cap \mathcal{L}_W)$.
Proof. Let \( A \in \mathcal{J}(E_1, \ldots, E_n; F) \). By \( \varepsilon \) we denote the injective norm and by \( A_L^* \) the linearization of \( A \) defined on \( E_1 \otimes \cdots \otimes E_n \). By [12, Proposition 2.2] we know that \( A_L^* \) is integral, hence absolutely summing by [16, Proposition 5.5]. Consider the diagram

\[
\begin{array}{ccc}
E_1 \times \cdots \times E_n & \xrightarrow{A} & F \\
\sigma_n \downarrow & & \\
\hat{E}_1 \otimes \cdots \otimes \hat{E}_n & \xrightarrow{i_n^*} & E_1 \otimes \cdots \otimes E_n
\end{array}
\]

where \( i_n^* \) is the natural map. We know that \( i_n^* \) is continuous because \( \varepsilon \leq \pi \) on \( E_1 \otimes \cdots \otimes E_n \). From \( A_L = A_L^* \circ i_n^* \) it follows that \( A_L \) is absolutely summing, so \( A \) belongs to \( \Pi \circ \mathcal{L} \). Now let \( B \in \Pi \circ \mathcal{L}(E_1, \ldots, E_n; F) \). Then \( B = B_L \circ \sigma_n \), where \( B_L \) is absolutely summing, hence weakly compact [16, Theorem 2.17]. The continuity of \( \sigma_n \) and the weak compactness of \( B_L \) yield that \( B \) is weakly compact. \( B \) is strongly summing by [17, p. 188]. \( \blacksquare \)

**Proposition 5.7.** Let \( K_1, \ldots, K_n \) be compact Hausdorff spaces. For \( n \)-linear mappings from \( C(K_1) \times \cdots \times C(K_n) \) to an arbitrary Banach space, we have

\[
\mathcal{L}_d \subseteq \mathcal{L}_{si} \subseteq \Pi \circ \mathcal{L} \subseteq (\mathcal{L}_{ss} \cap \mathcal{L}_W).
\]

Proof. The first inclusion holds for multilinear mappings on arbitrary Banach spaces (see [7, Proposition 3.3(a)]). Given \( A \in \mathcal{L}_{si}(C(K_1), \ldots, C(K_n); F) \), \( A_L = A_L^* \circ i_n^* \) where \( i_n^* : C(K_1) \otimes \cdots \otimes C(K_n) \rightarrow C(K_1) \otimes \cdots \otimes C(K_n) \) is the natural map. \( i_n^* \) is continuous as \( \varepsilon \leq \pi \) on \( E_1 \otimes \cdots \otimes E_n \) and \( A_L^* \) is absolutely summing by Theorem 5.2, so \( A_L \) is absolutely summing as well by the ideal property, that is \( A \in \Pi \circ \mathcal{L}(C(K_1), \ldots, C(K_n); F) \). \( \blacksquare \)

A polynomial \( P \in \mathcal{P}^n(E; F) \) is dominated if \( (P(x_j))_{j=1}^\infty \) is absolutely \( \frac{1}{n} \)-summable in \( F \) whenever \( (x_j)_{j=1}^\infty \) is weakly summable in \( E \). Contrary to the linear case, there are dominated polynomials which fail to be weakly compact [6, Proposition 46(d)]. But these polynomials are not defined on \( C(K) \)-spaces:

**Corollary 5.8.** Every dominated \( n \)-linear mapping from \( C(K_1) \times \cdots \times C(K_n) \) into an arbitrary Banach space is weakly compact. In particular, every dominated homogeneous polynomial from a \( C(K) \)-space into an arbitrary Banach space is weakly compact.

Proof. The multilinear case is immediate from Proposition 5.7. The polynomial case follows because a polynomial \( P \) is dominated (weakly compact,
respectively) if and only if $\hat{P}$ is dominated (weakly compact, respectively) (see [6, Proposition 45] and [25, Proposition 3]).

Remark 5.9. (On a question of Alencar and Matos) In [2, Remark 4.11], the authors say that they do not know whether or not the converse of Theorem 5.2(a) holds true (or, equivalently, whether or not the ‘only if’ part of Theorem 5.2(b) holds for semi-integral mappings on arbitrary Banach spaces). Suppose that the answer is yes. In this case, a repetition of the proof of Proposition 5.7 yields that the inclusions $\mathcal{L}_d \subseteq \mathcal{L}_{si} \subseteq \Pi \circ \mathcal{L} \subseteq (\mathcal{L}_{ss} \cap \mathcal{L}_W)$ hold true for multilinear mappings on arbitrary Banach spaces. But this is not the case as, reasoning as in the proof of Corollary 5.8, the existence of dominated non-weakly compact polynomials implies the existence of dominated non-weakly compact multilinear mappings. So the question is solved negatively.
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