Existence of strong solutions for the motion of an elastic structure in an incompressible viscous fluid
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In this paper we study a three-dimensional fluid–structure interaction problem. The motion of the fluid is modeled by the Navier–Stokes equations and we consider for the elastic structure a finite-dimensional approximation of the equation of linear elasticity. The time variation of the fluid domain is not known a priori, so we deal with a free boundary value problem. Our main result yields the local in time existence and uniqueness of strong solutions for this system.
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1. Introduction

We consider the interaction between a viscous incompressible fluid and an elastic structure immersed in the fluid. We aim to study the coupled system of equations modeling the motions of the fluid and of the structure. A classical model for the fluid is the Navier–Stokes equations (see system (7)); for the elastic structure, assuming that the deformation remains small, we can consider the model of linear elasticity. When we couple these two systems of partial differential equations, we obtain a complex system and the study of its well-posedness contains several difficulties. One of them is coming from the fact that we gather two systems of different natures. This could be observed by linearizing the system: we obtain a system coupling a parabolic system with an hyperbolic system. Another general difficulty to study this fluid-structure interaction problem comes from the fact that the fluid domain is moving and unknown (it is a free boundary problem). In particular, to apply “classical” procedures on cylindrical domain, it is convenient to use a change of variables...
for the fluid equations (the structure equations are already written in Lagrangian coordinates). But such a change of variables is constructed from the solution and thus the solution needs to be regular enough to get a convenient change of variables.

The well-posedness for the coupling of these two systems is studied in [8] (for the linear case) and in [5] (for the general case). The combination of the two difficulties presented above leads the authors of [5] to consider the existence of regular solutions for the linearized problem (the velocity of the fluid is $L^2$ in time with value in $H^3$ in space). In that case, they need more regularity for the initial data: the initial condition is for instance $H^5$ in space. This loss of regularity is not very satisfactory but is inherent to this coupling between two systems of different natures.

In order to avoid this loss of regularity, one can choose to consider an approximation of the previous system. Some approximations were already tackled in the literature in particular to obtain existence of weak solutions. Two strategies have been considered: one could add a regularizing term in the equations of linear elasticity (see [1]) or one could approximate the equations of linear elasticity by a finite dimensional system (see [7]). In each case, the authors of [1] and of [7] have obtained the existence of weak solutions (up to a contact).

In this article, our main result is the existence and uniqueness of strong solution for a system coupling the Navier-Stokes system with a finite dimensional approximation of the linear elasticity (i.e., a system similar to the one considered in [7]).

Let us present here the system we consider. We denote by $uu$ and $pp$ the velocity and the pressure of the fluid, and by $\xi$ the elastic deformation of the structure. We also denote by $\Omega$ the domain containing the fluid and the structure, by $\Omega_F(t)$ the fluid domain and by $\Omega_S(t)$ the structure domain at time $t$. These three domains are assumed to be bounded, open and connected subsets of $\mathbb{R}^3$. We also suppose that $\partial \Omega$ is of class $C^2$ and that at initial time, $\partial \Omega_S(0)$ is of class $C^3$. Finally, we assume that the elastic body is immersed into the fluid: $\Omega_S(t) \subset \Omega$ and $\Omega_F(t) = \Omega \setminus \Omega_S(t)$.

Let us first introduce the usual equation of linear elasticity which is valid for small deformations:

$$\frac{\partial^2 \xi}{\partial t^2} - \text{div}(\pi(\xi)) = 0 \quad \text{in} \quad \Omega_S(0). \quad (1)$$

The stress tensor is given by (see [3])

$$\pi(\xi) = \lambda \text{tr}(\varepsilon(\xi)) I + 2\mu \varepsilon(\xi)$$

where $\varepsilon(\xi) = \frac{1}{2}(\nabla \xi + \nabla \xi^T)$ and Lamé constants $\lambda$ and $\mu$ are such that $\mu > 0$ and $\lambda \geq 0$.

Through the fixed interface $\partial \Omega_S(0)$ between the fluid and the structure, it is assumed that the normal component of the stress tensors is continuous:

$$(\pi(\xi))(t, y) n_y = \sigma(u, p)(t, \varphi(t, y)) \text{Cof}(\nabla \varphi) n_x \quad \text{on} \quad \partial \Omega_S(0). \quad (2)$$

Here $n_x$ is the outward-pointing unit normal vector along $\partial \Omega_S(0)$, $n_x$ is the outward-pointing unit normal vector along $\partial \Omega_S(t)$ and

$$\sigma(u, p) = -p \text{Id} + 2\nu \varepsilon(u).$$

is the Cauchy stress tensor associated to the fluid. We have also denoted by $\varphi$ the elastic displacement defined by

$$\varphi(t, y) := y + \xi(t, y)$$
(see Figure 1). To simplify, we assume that at initial time, there is no deformation, thus we have $\varphi(0, y) = y$.

In this paper, we do not consider the complete equation of linear elasticity written above, but only a finite approximation of Galerkin type: we assume that $\xi$ can be written as a linear combination of a family of $N_0$ functions. Let us note that we do not choose here a particular family as it is done in [7] where the authors use a family of eigenmodes associated to the elasticity equation.

We can notice that the incompressibility of the fluid enforces the deformation $\xi$ to satisfy some compatibility conditions. Indeed, at the interface between the fluid and the structure, the normal components of the velocity of the fluid and of the structure are equal. Combined with the incompressibility of the fluid, it yields

$$\text{div}(u) = 0 \text{ in } \Omega_S(t), \quad \frac{\partial \xi}{\partial t}(t, \varphi^{-1}(t, x)) \cdot n_x = u(t, x) \cdot n_x \text{ on } \partial\Omega_S(t).$$

Thus, if we assume that $u = 0$ on $\partial\Omega$, it implies the following non linear condition on $\xi$:

$$\int_{\partial\Omega_S(t)} \frac{\partial \xi}{\partial t}(t, \varphi^{-1}(t, x)) \cdot n_x \, dy_x = 0. \quad (3)$$

By this way, the Galerkin approximation of $\xi$ has to satisfy this condition. Let $\xi_1, \ldots, \xi_{N_0}$ ($N_0 \geq 1$) be a given orthonormal family in $L^2(\Omega_S(0))$ which satisfies

$$\xi_i \in H^3(\Omega_S(0)), \quad \int_{\partial\Omega_S(0)} \xi_i \cdot n_y \, dy_y = 0 \quad i = 1, 2, \ldots, N_0. \quad (4)$$

If $\xi$ is a linear combination of $\xi_1, \ldots, \xi_{N_0}$, it satisfies (3) at initial time, but there is no reason that it should be true for $t > 0$. A remedy to this problem is to add an extra function $\xi_0$ in order to satisfy (3). More precisely, let $\xi_0 \in H^3(\Omega_S(0))$ be a lifting of the unit outward normal on $\partial\Omega_S(0)$. Then, it can been proved (see Lemma 2.1 below) that there exists a ball $B(\mathbf{0}, r_1)$ of $\mathbb{R}^{N_0}$ and a function $\phi : B(\mathbf{0}, r_1) \to \mathbb{R}$ such that for any function (regular enough) $(\alpha_1(t), \ldots, \alpha_{N_0}(t)) \in B(\mathbf{0}, r_1)$, the associated deformation

$$\xi(t, y) := \sum_{i=0}^{N_0} \alpha_i(t)\xi_i(y), \quad \text{with} \quad \alpha_0(t) = \phi(\alpha_1(t), \ldots, \alpha_{N_0}(t)). \quad (5)$$
satisfies (3). Using this construction, we can also define a family \( \left( \hat{\xi}_i(t) \right) \) where for all \( i \), \( \hat{\xi}_i \) is a linear combination of \( \xi_i \) and \( \xi_0 \) (see (19)) so that if we write
\[
\frac{\partial \xi}{\partial t}(t, y) = \sum_{i=1}^{N_0} \beta_i(t) \hat{\xi}_i(t, y), \quad \text{with} \quad \beta_i = \alpha'_i.
\] (6)
then (3) is always satisfied.

We are now in position to introduce the system we study in this article: the system of equations for the fluid is the classical Navier–Stokes system
\[
\begin{align*}
\frac{\partial u}{\partial t} - \nu \Delta u + \nabla p + (u \cdot \nabla) u &= 0 \quad \text{in} \quad \Omega_F(t) \\
\text{div}(u) &= 0 \quad \text{in} \quad \Omega_F(t) \\
u u &= 0 \quad \text{on} \quad \partial \Omega \\
\frac{\partial \xi}{\partial t}(t, y) &= u(t, \varphi(t, y)) \quad \text{on} \quad \partial \Omega_S(0)
\end{align*}
\] (7)
and the equations for the structure are a Galerkin approximation of (1)–(2)
\[
\int_{\Omega_S(0)} \frac{\partial^2 \xi}{\partial t^2} \cdot \hat{\xi}_1 \, dy + 2\mu \int_{\Omega_S(0)} \mathbf{e}(\xi) : \mathbf{e}(\hat{\xi}_1) \, dy + \lambda \int_{\Omega_S(0)} \text{div}(\xi) \text{div}(\hat{\xi}_1) \, dy \\
= \int_{\Omega_S(t)} \sigma(u, p)(t, x) \mathbf{n}_x \cdot \hat{\xi}_i(t, \varphi^{-1}(t, x)) \, dy_x \quad i = 1, \ldots, N_0.
\] (8)
with \( \xi \) satisfying (5) and thus with \( \frac{\partial \xi}{\partial t} \) satisfying (6). We recall that \( \varphi(t, y) := y + \xi(t, y) \) and we assume that \( \varphi(t) \) is invertible (which is the case for \( r_1 \) small enough). This system is completed by the initial conditions
\[
\begin{align*}
u u_{|_{t=0}} &= u^0 \quad \text{in} \quad \Omega_F(0), \\
\xi_{|_{t=0}} &= 0 \quad \text{in} \quad \Omega_S(0), \\
\frac{\partial \xi}{\partial t}_{|_{t=0}} &= \xi^1 \quad \text{in} \quad \Omega_S(0),
\end{align*}
\] (9)
with
\[
\xi^1 = \sum_{i=1}^{N_0} \beta^0_i \xi_i.
\] (10)
where \( \beta^0_i = \beta_i(0) \). Note that
\[
\hat{\xi}_i(0, y) = \xi_i(y) \quad \text{for all} \quad i \in \{1, \ldots, N_0\}.
\]
For simplicity of notation, in what follows, we set
\[
\begin{align*}
\Omega_F &:= \Omega_F(0), \\
\Omega_S &:= \Omega_S(0).
\end{align*}
\]
Now, we define the function spaces \( L^2(0, T; H^2(\Omega_F(t))) \), \( C([0, T]; H^1(\Omega_F(t))) \) and \( H^1(0, T; L^2(\Omega_F(t))) \), which will be extensively used in the sequel. Suppose there exists a function
\[ \psi \in H^2(\Omega_F) \text{ such that } \psi(t, \cdot) : \Omega_F \to \Omega_F(t) \text{ is a diffeomorphism. For all functions } \nu(t, \cdot) : \Omega_F(t) \to \mathbb{R}^3, \text{ we denote } W(t, y) = \nu(t, \psi(t, y)). \] 

Then the function spaces introduced above are defined by

\[
\begin{align*}
L^2([0, T]; H^2(\Omega_F(t))) &= \left\{ w : W \in L^2([0, T]; H^2(\Omega_F(t))) \right\}, \\
C \left( [0, T]; H^1(\Omega_F(t)) \right) &= \left\{ w : W \in C \left( [0, T]; H^1(\Omega_F(t)) \right) \right\}, \\
H^1 \left( [0, T]; L^2(\Omega_F(t)) \right) &= \left\{ w : W \in H^1 \left( [0, T]; L^2(\Omega_F(t)) \right) \right\}.
\end{align*}
\]

Set

\[ \mathcal{D}(t) := L^2 \left( [0, T]; H^2(\Omega_F(t)) \right) \cap C \left( [0, T]; H^1(\Omega_F(t)) \right) \cap H^1 \left( [0, T]; L^2(\Omega_F(t)) \right), \]

and

\[ \mathcal{D} = \mathcal{D}(0). \]

Our main result is the following:

**Theorem 1.1** Assume that \( u^0 \in H^1(\Omega_F) \) and \( \{\beta^0_i\}_{i=1}^{N_0} \subset \mathbb{R} \) satisfy the following conditions:

\[
\begin{align*}
\text{div}(u^0) &= 0 \quad \text{in } \Omega_F, \\
\nu^0 &= 0 \quad \text{on } \partial \Omega, \\
\nu^0 &= \xi^1 \quad \text{on } \partial \Omega_S, \\
\text{dist}(\Omega_S, \partial \Omega) &> 0.
\end{align*}
\]

Then, there exists a time \( T > 0 \) such that the system (7), (8), (9) and (10) admits a unique solution (up to a constant for \( p \))

\[
(\nu, p) \in \mathcal{D}(t) \times L^2 \left( [0, T]; H^1(\Omega_F(t)) \right),
\]

\[ \alpha_1, \ldots, \alpha_{N_0} \in H^2(0, T). \]

Let us give some remarks on the main result. First, one can see that the existence of the pressure is obtained up to a constant as in the case of a fluid alone or a fluid coupled with a rigid body. In the case of a deformable structure, the pressure of the fluid may be defined uniquely. This comes from the incompressibility of the fluid and the boundary condition (see, for instance, [11] for more details). Here, the choice of our decomposition of the elastic deformation and elastic velocity (see (5) and (6)) leads to the fact that the pressure is still defined up to a constant. Second, as already mentioned above, there are few results concerning the well-posedness of a system modeling the motion of an elastic structure in a viscous incompressible fluid. The existence of weak solutions for our system was obtained by [7] whereas the existence of weak solutions when adding a regularizing term in the equation of elasticity was proved in [1]. Concerning strong solutions, we only know the result of [5] (and [8] for the linear case). In [5], a local in time result is obtained for strong solution. They also obtained uniqueness by considering more regular solutions. In this latter paper, the hypotheses on the initial data to get existence are quite strong: the initial velocity of the fluid must be in \( H^2(\Omega_F(0)) \) and the initial velocity of the elastic structure must be in \( H^2(\Omega_S(0)). \)
This implies in particular many compatibility conditions at $t = 0$. Moreover, to obtain also the uniqueness, the authors have to add more hypotheses on the regularity of the initial conditions: the initial velocity of the fluid must be in $H^7(\Omega_F(0))$ and the initial velocity of the elastic structure must be in $H^4(\Omega_S(0))$. In the case where we consider a rigid body instead of an elastic structure, the corresponding system was studied in many papers: see, for instance, [4, 6, 8, 10, 12, 13, 15, 16]. The existence of weak and strong solutions was proved with similar regularity hypotheses as in the case of the Navier-Stokes system. Here as in the case of a rigid body, the velocity of the deformation is assumed to be finite-dimensional, but at the contrary to the case of a rigid body, the generators of the velocity of deformation depends on time (the family $(\tilde{E}_i(t))_{1 \leq i \leq N_0}$). Moreover, the change of variables used to transform the problem on a cylindrical domain is more technical: in the case of a rigid body, the idea was only to extend (and truncate) the translation and the rotation of the rigid body.

Our strategy is to construct a change of variables to transform $\Omega_F(t)$ onto $\Omega_F$ (Section 2) and to use this change of variables to write the system $(7)$, $(8)$, $(9)$ and $(10)$ on a cylindrical domain (Section 3). We obtain a nonlinear coupled system with variable coefficients. The idea is to write it in the form

$$Z' = AZ + R(Z),$$

where $Z$ is $(u, \beta)$, with $\beta = (\beta_1, \ldots, \beta_{N_0})$. In $R(Z)$, we put all the coefficients coming from the change of variables and the nonlinear terms coming from the Navier-Stokes system. Then as in other proofs of existence of strong solutions (see [5, 6, 16]), we study a linear system associated to our problem (Section 4):

$$Z' = AZ + F.$$

We use a semi-group approach in this step as in [16] but we could also have used a Galerkin method as in [5]. Then we use the Banach fixed point theorem to prove the main result in Section 5. In order to do this, we need two technical results: estimates on $R(Z)$ (Section 6) and estimates on the difference $R^1(Z^1) - R^2(Z^2)$ (Section 7).

### 2. Preliminaries and change of variables

Let us first begin by introducing some notations and an important identity for the change of variables of surface integrals.

For a tensor $M(x) = (m_{ij}(x))_{i,j \in \{1,2,3\}}$ we use the notation

$$[\text{div} M]_i = \sum_{j=1}^{3} \frac{\partial m_{ij}}{\partial x_j},$$

and we denote by $M^t$ the transpose of $M$, $\text{Cof} M$ the cofactor matrix of the matrix $M$ and recall that if $M$ is invertible then

$$\text{Cof}(M) = (\det M)M^{-t}.$$  \hspace{1cm} (12)

A deformation $\varphi$ is a smooth vector field $\varphi : \Omega \to \Omega^\varphi \subset \mathbb{R}^3$ such that $\varphi : \Omega \to \Omega^\varphi$ is one-to-one, and orientation-preserving, i.e

$$\det \nabla \varphi(x) > 0, \ \forall x \in \Omega.$$
Assume \( \varphi \) is a deformation and assume \( f : \Omega \to \mathbb{R} \) is an integrable function, then we have

\[
\int_{\partial \Omega^\varphi} (f \circ \varphi^{-1}) n^\varphi \ d\Gamma^\varphi = \int_{\partial \Omega} (\det \nabla \varphi) f(\nabla \varphi)^{-1} n \ d\Gamma,
\]

where \( n^\varphi \) denotes the unit outer normal vector along the boundary of \( \Omega^\varphi \) and \( n \) is the outward-pointing unit normal vector along \( \partial \Omega \) (see [3, p.40] for details).

Let us prove the existence a ball \( B(0, r_1) \) of \( \mathbb{R}^{N_0} \) and a function \( \phi : B(0, r_1) \to \mathbb{R} \) such that for any function (regular enough) \( \alpha(t), \ldots, \alpha_{N_0}(t) \in B(0, r_1) \), any function \( \xi \) defined by (5) satisfies (3). More precisely, let us consider

\[
\xi(t, y) := \sum_{i=0}^{N_0} \alpha_i(t) \xi_i(y),
\]

we search \( \alpha_0(t) = \phi(\alpha_1(t), \ldots, \alpha_{N_0}(t)) \) such that

\[
\int_{\Omega_S} \det(\nabla \phi(t, y)) \ d y = \int_{\Omega_S} \det \left( \mathbf{1} + \sum_{i=1}^{N_0} \alpha_i(t) \nabla \xi_i(y) + \alpha_0(t) \nabla \xi_0(y) \right) \ d y = \mathcal{L}_n(\Omega_S)
\]

where \( \mathcal{L}_n \) denotes the n-dimensional Lebesgue measure (\( n \in \mathbb{N} \)). The above condition is equivalent to the fact that the deformation of the structure does not modify its volume which is compatible with the incompressibility of the fluid. Using the theorem of implicit functions, we can prove the following result.

**Lemma 2.1** There exist \( r_1 > 0 \) and \( r_2 > 0 \) and a mapping of class \( C^\infty \)

\[
\phi : B(0, r_1) \subset \mathbb{R}^{N_0} \to B(0, r_2) \subset \mathbb{R},
\]

such that, for all \( (\alpha_1, \ldots, \alpha_{N_0}) \in B(0, r_1) \), there exists a unique \( \alpha_0 = \phi(\alpha_1, \ldots, \alpha_{N_0}) \in B(0, r_2) \) satisfying

\[
\int_{\Omega_S} \det \left( \mathbf{1} + \sum_{i=1}^{N_0} \alpha_i \nabla \xi_i(y) + \alpha_0 \nabla \xi_0(y) \right) \ d y = \mathcal{L}_n(\Omega_S).
\]

For the proof, see [1] Lemma 4.1 (see also [7] for a similar result). \( \phi(t, y) = y + \xi(t, y) \). Let us remark that taking \( r_1 \) small enough, we also have \( \phi(t) \) and \( \nabla \phi(t) \) invertible.

**Remark 2.2** Let us remark that, from the fact that \( \phi(0) = 0 \), and from the fact that \( \phi \) is Lipschitz continuous, there exists a positive constant \( \kappa \) such that

\[
|\alpha_0| \leq \kappa \|\alpha\|.
\]

Here and in what follows, we write \( \alpha := (\alpha_1, \ldots, \alpha_{N_0}) \).

From (14) some calculations give

\[
\sum_{i=1}^{N_0} \xi_i(t) \beta_i(t) + \xi_0(t) \beta_0(t) = 0
\] (15)
with
\[ \beta_i(t) = \alpha'_i(t) \]
for any \(0 \leq i \leq N_0\), and
\[
\zeta_i(t) = \int_{\partial \Omega_S} (\det \nabla \varphi)(\nabla \varphi)^{-1} \xi_i(y) \cdot n_y \, dy
\]
\[ = \int_{\partial \Omega_S(t)} \xi_i(\varphi^{-1}(t, x)) \cdot n_x \, dx \quad (16)\]
where the last equality is obtained thanks to (13).

Up to reducing the constant \(r_1\) in Lemma 2.1, we can assume
\[
\| \text{Cof}(\nabla \varphi) - \text{Id} \|_{L^\infty(\partial \Omega_S)} \leq \frac{1}{2} \quad (17)
\]
and thus we can prove that
\[
\zeta_0(t) \geq \frac{1}{2} L_2(\partial \Omega_S(0)) > 0. \quad (18)
\]
Then we can define
\[
\hat{\xi}_i(t, y) = \xi_i(y) - \frac{\zeta_i(t)}{\zeta_0(t)} \xi_0(y) \quad (19)
\]
which satisfies (from (16))
\[
\int_{\partial \Omega_S(t)} \hat{\xi}_i(t, \varphi^{-1}(t, x)) \cdot n_x \, dx = 0. \quad (20)
\]
Then, (5) and (15) imply that the velocity of deformation is spanned by the family \(\{\hat{\xi}_1, \ldots, \hat{\xi}_{N_0}\}\):
\[
\frac{\partial}{\partial t} \hat{\xi}_i(t, y) = \sum_{i=1}^{N_0} \beta_i(t) \left( \xi_i(y) - \frac{\zeta_i(t)}{\zeta_0(t)} \xi_0(y) \right) = : \sum_{i=1}^{N_0} \beta_i(t) \hat{\xi}_i(t, y). \quad (21)
\]

**Remark 2.3** Let us remark that the family \(\{\xi_i\}_{i=0}^{N_0}\) and, for all \(t\), the family \(\{\hat{\xi}_i(t)\}_{i=1}^{N_0}\) defined as above, are linearly independent families.

In what follows, let us consider the elastic deformation \(\varphi\)
\[
\varphi(\cdot, t) : \Omega_S \to \Omega_S(t) \quad y \mapsto y + \xi(t, y)
\]
associated with \(\xi\) which is the elastic displacement of the structure defined by (5) and which is the solution of (8). We will always assume that
\[
(\alpha_1(t), \ldots, \alpha_{N_0}(t)) \in B(0, r_1), \quad (22)
\]
where \(r_1\) is small enough to apply Lemma 2.1 and to have \(\varphi(t)\) and \(\nabla \varphi(t)\) invertible for all \(t\) and (17). Recall that the latter condition implies (18).
We construct a change of variables $X : \Omega \rightarrow \Omega$ which transforms $\Omega_S$ onto $\Omega_S(t)$ and $\Omega_F$ onto $\Omega_F(t)$. We will use this change of variables to transform systems (7)–(8) into a system written in fixed domains. The idea is to extend the elastic deformation defined above on the domain of the fluid. Thus, we consider a linear extension operator $E$:

$$E : H^3(\Omega_S) \rightarrow H^3(\Omega) \cap H^1_0(\Omega)$$

such that for any $w \in H^3(\Omega_S)$:

(i) $E(w) = w$ a.e in $\Omega_S$,

(ii) $E(w)$ has support within $[\Omega_S]^e := \{ y \in \Omega : \text{dist}(y, \Omega_S) < \epsilon \}$, with $0 < \epsilon < \text{dist}(\Omega_S, \partial \Omega)$,

(iii) $\|E(w)\|_{L^4(\Omega_S)} \leq C\|w\|_{H^3(\Omega_S)}$.

Using this operator, we can define an extension of $\varphi$ on $\Omega$ as follows: for each $t \in [0, T]$ we set

$$X(t, y) := y + E(\varphi(t, y) - y) = y + E(\xi(t, y)), \forall \ y \in \Omega.$$ (23)

In what follows, we assume $(\alpha_1, \ldots, \alpha_{N_0}) \in [H^2(0, T)]^{N_0}$. Using the Sobolev embedding theorem, we will consider the following norms for $H^2(0, T)$ and $H^1(0, T)$ (which are equivalent to the usual norms):

$$\|f\|_{L^2(0, T)} := \|f\|_{L^\infty(0, T)} + \|f'\|_{L^\infty(0, T)} + \|f''\|_{L^2(0, T)}, \quad (f \in H^2(0, T))$$

and

$$\|f\|_{L^1(0, T)} := \|f\|_{L^\infty(0, T)} + \|f'\|_{L^2(0, T)}, \quad (f \in H^1(0, T)).$$

Let us note, that, since $\varphi \in C^\infty(B(0, r_1))$, we have $\varphi_0 = \varphi(\alpha_1, \ldots, \alpha_{N_0}) \in H^2(0, T)$. Hence, we deduce that $\xi \in H^2(0, T; H^3(\Omega_S))$ and by using Sobolev embedding theorems, we obtain

$$E(\xi) \in C^1([0, T]; W^{1, \infty}(\Omega))$$

and

$$\|E(\xi)\|_{L^\infty(0, T; W^{1, \infty}(\Omega))} \leq C\|\xi\|_{L^\infty(0, T; H^3(\Omega_S))} \leq C\|\xi\|_{L^\infty(0, T; H^3(\Omega_S))} \leq C\|\xi\|_{[L^\infty(0, T; H^3(\Omega_S))]^{N_0}}.$$

From the above estimates, we deduce that if $(\alpha_1, \ldots, \alpha_{N_0})$ satisfies for all $t$ the condition (22) with $r_1$ small enough (depending on the geometry and on the family $\{\xi_i\}$), then $X(t, \cdot)$ is bijective from $\Omega$ onto $\Omega$.

Moreover its inverse $Y(t, \cdot) : \Omega \rightarrow \Omega$ satisfies

$$\|Y(t, x_1) - Y(t, x_2)\| \leq \frac{1}{1 - \|E(\xi)\|_{L^\infty(0, T; W^{1, \infty}(\Omega))}}\|x_1 - x_2\|. \quad (24)$$

As a consequence, (see, for instance, [9, p.279]) $Y \in L^\infty(0, T; W^{1, \infty}(\Omega))$. We can improve this regularity:

**Lemma 2.4** Assume $\alpha_i \in H^2(0, T), \xi_i \in H^3(\Omega_S)$ for all $i \in \{0, 1, \ldots, N_0\}$ and assume (22) with $r_1$ small enough. Then $X \in H^2(0, T; H^3(\Omega)), (\nabla X)^{-1} \in H^2(0, T; H^2(\Omega))$ and

$$Y \in L^\infty(0, T; H^3(\Omega)) \cap W^{1, \infty}(0, T; H^2(\Omega)) \cap H^2(0, T; H^1(\Omega)).$$
Proof. From (23) and from the regularity of $\alpha_1$ and $\xi_1$, we have $X \in H^2(0, T; H^3(\Omega))$. Using the fact that $H^2(0, T; H^2(\Omega))$ is an algebra, we deduce that

$$\det \nabla X \in H^2(0, T; H^2(\Omega)) \quad \text{and} \quad \text{Cof}(\nabla X) \in H^2(0, T; H^2(\Omega)).$$

As $Y \in L^\infty(0, T; W^{1,\infty}(\Omega))$, we have $\det \nabla X \neq 0$ and thus the above equation implies

$$\frac{1}{\det \nabla X} \in H^2(0, T; H^2(\Omega)).$$

Therefore, from (12) we have $(\nabla X)^{-1} \in H^2(0, T; H^2(\Omega))$. If we denote by $A = (\nabla X)^{-1}$, we have $\nabla Y = A \circ Y$. Since $\nabla Y \in L^\infty((0, T) \times \Omega)$,

$$\nabla^2 Y = (\nabla A)(Y)(\nabla Y) \in L^\infty(0, T; L^6(\Omega)).$$

(25)

$$\nabla^3 Y = (\nabla^2 A)(Y)(\nabla Y)^2 + (\nabla A)(Y)(\nabla^2 Y) \in L^\infty(0, T; L^2(\Omega)).$$

(26)

Hence,

$$Y \in L^\infty(0, T; H^3(\Omega)).$$

Differentiating the identity $X(t, Y(t, x)) = x$ with respect to time, we have

$$\frac{\partial Y}{\partial t}(t, x) = -\nabla Y(t, x) \frac{\partial X}{\partial t}(t, Y(t, x)).$$

(27)

Let us show that

$$B(t, x) := \frac{\partial X}{\partial t}(t, Y(t, x)) \in L^\infty(0, T; H^2(\Omega)).$$

(28)

From the regularity of $X$, we already know that $\frac{\partial X}{\partial t} \in C([0, T]; H^3(\Omega))$ and from the first part of the proof we have that $Y \in L^\infty(0, T; H^3(\Omega))$. Differentiating (28) with respect to $x$, we obtain

$$\frac{\partial^2 B_i}{\partial x_k \partial x_j} = \sum_{i, p=1}^{3} \frac{\partial^3 X_i}{\partial t \partial y_j \partial y_p} \frac{\partial Y_p}{\partial x_k} \frac{\partial Y_i}{\partial x_j} + \sum_{i, l=1}^{3} \frac{\partial^2 X_i}{\partial t \partial y_l} \frac{\partial^2 Y_i}{\partial x_j \partial x_k} \frac{\partial^2 Y_j}{\partial x_l \partial x_k} \in L^\infty(0, T; L^2(\Omega)).$$

Therefore (28) holds true and, combined with (27), it implies

$$Y \in W^{1,\infty}(0, T; H^2(\Omega)).$$

Differentiating (27) with respect to time, we have

$$\frac{\partial^2 Y}{\partial t^2} = -\frac{\partial}{\partial t}(\nabla Y) \frac{\partial X}{\partial t}(Y) - \nabla Y \left(\frac{\partial^2 X}{\partial t^2}(Y) + \frac{\partial (\nabla X)}{\partial t}(Y) \frac{\partial Y}{\partial t}\right) \in L^2(0, T; H^1(\Omega)).$$

Consequently,

$$Y \in H^2(0, T; H^4(\Omega)).$$

This concludes the proof. 

Let us also give the regularity of the $\tilde{\xi}_1$ defined by (19):
LEMMA 2.5 Assume $\{\xi_i^0\}_{i=0} \subset H^3(\Omega_S)$, $\{\alpha_i^0\}_{i=0} \subset H^2(0, T)$ and (22) holds with $r_1$ small enough. Then

$$\hat{\xi}_i \in H^2(0, T; H^3(\Omega_S)).$$

Proof. From the regularity of $\xi_i$ and $\alpha_i$ it follows that $\varphi \in H^2(0, T; H^3(\Omega_S))$ and consequently, $\xi_i \in H^2(0, T)$. From (18), we deduce that $\frac{1}{\xi_0} \in H^2(0, T)$. This allows to deduce the desired regularity of $\hat{\xi}_i$. \qed

3. Writing the equations in fixed domains

In this section, we use the change of variables constructed in Section 2 to write our system of equations (7)-(8) in fixed domains. We set

$$v(t, y) = \det (\nabla X(t, y)) \left( \nabla X(t, y) \right)^{-1} u(t, X(t, y))$$

(29)

$$q(t, y) = \det (\nabla X(t, y)) p(t, X(t, y))$$

(30)

$$V(t, y) = \det (\nabla X(t, y)) \left( \nabla X(t, y) \right)^{-1} \frac{\partial \xi}{\partial t}(t, y).$$

(31)

Let us remark that we do not use the change of variables

$$v(t, y) = u(t, X(t, y))$$

because of the divergence equation in (7). More precisely we have the following result:

LEMMA 3.1 Let $v$ be defined by (29). Then

$$(\text{div } v)(t, y) = \det \nabla X(t, y)(\text{div } u)(t, X(t, y)).$$

Proof. To simplify the notation, we do not write in the proof the dependence in time of the variables. We have

$$\text{div } v(y) = \text{div} \left[ \det (\nabla X(y)) \nabla Y(X(y)) u(X(y)) \right]$$

$$= \sum_{i,j=1}^3 \left[ \frac{\partial}{\partial y_i} \left( \det (\nabla X(y)) \frac{\partial Y_i}{\partial x_j} (X(y)) \frac{\partial X_j}{\partial y_i}(X(y)) \right) u_i(X(y)) \right.$$

$$+ \det \nabla X(y) \sum_{i=1}^3 \frac{\partial^2 Y_i}{\partial x_j \partial x_l}(X(y)) \frac{\partial X_l}{\partial y_i}(y) u_j(X(y))$$

$$+ \det \nabla X(y) \sum_{i=1}^3 \frac{\partial Y_i}{\partial x_j}(X(y)) \frac{\partial u_j}{\partial x_l}(X(y)) \frac{\partial X_l}{\partial y_i}(y) \right].$$

Using that

$$\det(\nabla X) = \frac{1}{\det(\nabla Y(X)).}$$
we have

\[
\frac{\partial}{\partial y_i} (\det \nabla X) = -\frac{1}{(\det \nabla Y(X))^2} \frac{\partial}{\partial y_i} (\det \nabla Y(X))
= -\frac{1}{(\det \nabla Y(X))^2} \left( \sum_{p,q=1}^{3} \text{Cof}(\nabla Y(X))_{pq} \frac{\partial}{\partial y_i} (\nabla Y(X))_{pq} \right)
= -\det \nabla X(y) \left( \sum_{p,q,l=1}^{3} \frac{\partial X_q}{\partial y_p}(y) \frac{\partial^2 Y_p}{\partial x_q \partial x_l}(X(y)) \frac{\partial X_l}{\partial y_i}(y) \right)
\]

Then

\[
\text{div} \, v(y) = \det \nabla X(y) \left( \sum_{i,j,l=1}^{3} \frac{\partial Y_i}{\partial x_j}(X(y)) \frac{\partial u_l}{\partial x_l}(X(y)) \frac{\partial X_l}{\partial y_i}(y) \right)
= \det \nabla X(y) \sum_{j=1}^{3} \frac{\partial u_j}{\partial x_j}(X(y)) = \det(\nabla X(y))(\text{div} \, u)(X(y)).
\]

Now, we write the transformation of the derivative in time of \( u \). From (29) we have that for \( i \in \{1, 2, 3\} \):

\[
\frac{\partial u_i}{\partial t} = \sum_{k=1}^{3} \frac{\partial}{\partial t} \left( \frac{\partial X_i}{\partial y_k}(Y) \right) v_k(Y) + \sum_{k,l=1}^{3} \frac{\partial X_i}{\partial y_k}(Y) \frac{\partial v_l}{\partial y_l}(Y) \frac{\partial Y_l}{\partial t}
+ (\det \nabla Y) \frac{\partial v_l}{\partial t}(Y) + \sum_{k=1}^{3} \det \nabla Y \left( \frac{\partial X_i}{\partial y_k}(Y) - \delta_{i,k} \right) \frac{\partial v_k}{\partial y_l}(Y).
\]

We calculate the transformation of the gradient of \( u \). As in the proof of Lemma 3.1, we do not write the dependence in time of the variables.

\[
\frac{\partial u_i}{\partial x_j} = (\det \nabla Y) \frac{\partial v_l}{\partial y_j}(Y) + E_{ij}[v]
\]

with,

\[
E_{ij}[v] = \sum_{k=1}^{3} \left[ \frac{\partial}{\partial x_j} \left( \frac{\partial X_i}{\partial y_k}(Y) \right) v_k(Y) + \det \nabla Y \left( \frac{\partial X_i}{\partial y_k}(Y) - \delta_{i,k} \right) \frac{\partial v_k}{\partial y_l}(Y)
+ (\det \nabla Y) \frac{\partial X_i}{\partial y_k}(Y) \sum_{l=1}^{3} \frac{\partial v_l}{\partial y_j}(Y) \left( (\nabla X)_{i,j}^{-1}(Y) - \delta_{i,j} \right) \right].
\]
Then,
\[
\frac{\partial^2 u_i}{\partial x_j^2} = (\det \nabla Y) \frac{\partial^2 v_i}{\partial y_j^2}(Y) + (\det \nabla Y) \sum_{l=1}^{3} \frac{\partial^2 v_i}{\partial y_l \partial y_l}(Y) \left( (\nabla X)^{-1}_{i,l}(Y) - \delta_{i,l} \right)
\]
\( + \frac{\partial}{\partial x_j}(\det \nabla Y) \frac{\partial v_i}{\partial y_j}(Y) + \frac{\partial}{\partial x_j}(E_{ij}[v]). \)  

(35)

For the nonlinear term we have:
\[
[(u \cdot \nabla)u]_j = \sum_{j=1}^{3} (\det \nabla Y)^2 \frac{\partial v_i}{\partial y_j}(Y) \sum_{m=1}^{3} \frac{\partial X_j}{\partial y_m}(Y) v_m(Y)
\]
\( + \sum_{j=1}^{3} (\det \nabla Y) E_{ij}[v] \sum_{m=1}^{3} \frac{\partial X_j}{\partial y_m}(Y) v_m(Y). \)  

(36)

Finally, from (30) we have:
\[
\frac{\partial p}{\partial x_i} = \frac{\partial}{\partial x_i} (\det \nabla Y) q(Y) + (\det \nabla Y) \frac{\partial q}{\partial y_i}(Y)
\]
\( + (\det \nabla Y) \sum_{l=1}^{3} \frac{\partial q}{\partial y_l}(Y) \left( (\nabla X)^{-1}_{i,l}(Y) - \delta_{i,l} \right). \)

(37)

Thereby, we can rewrite (7) as follows
\[
\begin{aligned}
\frac{\partial v}{\partial t} + [M v] - v[L v] + [N v] + [G q] &= 0 \quad \text{in} \quad \Omega_F, \ t \in (0, T), \\
\frac{\partial v}{\partial \nu} &= 0 \quad \text{in} \quad \partial \Omega_F, \ t \in (0, T), \\
v &= 0 \quad \text{on} \quad \partial \Omega, \ t \in (0, T), \\
v &= V \quad \text{on} \quad \partial \Omega_S, \ t \in (0, T),
\end{aligned}
\]

(38)

where \([L v], [M v], [N v], [G q]\), are defined by
\[
[M v]_i := \det \nabla X \sum_{k=1}^{3} \frac{\partial}{\partial t} \left( \nabla Y \frac{\partial X_i}{\partial y_k}(Y) \right) v_k + \sum_{k,l=1}^{3} \frac{\partial X_i}{\partial y_k} \frac{\partial v_k}{\partial y_l} \frac{\partial X_l}{\partial t}(X)
\]
\( + \sum_{k=1}^{3} \left( \frac{\partial X_i}{\partial y_k} - \delta_{i,k} \right) \frac{\partial v_k}{\partial t}. \)  

(39)

\[
[L v]_i := \sum_{j=1}^{3} \left[ \frac{\partial^2 v_i}{\partial y_j^2} + \sum_{l=1}^{3} \frac{\partial^2 v_i}{\partial y_j \partial y_l}(Y) \left( (\nabla X)^{-1}_{i,j}(Y) - \delta_{i,j} \right) \right.
\]
\( + (\det \nabla X) \frac{\partial}{\partial y_j}(\det \nabla Y)(X) \frac{\partial v_i}{\partial y_j} + (\det \nabla X) \frac{\partial}{\partial x_j}(E_{ij}[v])(X) \left]. \right) \)

(40)

\[
[N v]_i := \frac{1}{\det \nabla X} \sum_{j=1}^{3} \frac{\partial v_i}{\partial y_j} \sum_{m=1}^{3} \frac{\partial X_j}{\partial y_m} v_m + \sum_{j=1}^{3} E_{ij}[v](X) \sum_{m=1}^{3} \frac{\partial X_j}{\partial y_m} v_m. \)  

(41)
\[ [G q] := (\det \nabla X) \frac{\partial}{\partial x_i} (\det \nabla Y) (X) q + \frac{\partial q}{\partial y_j} + \sum_{i=1}^3 \frac{\partial q}{\partial y_l} ((\nabla X)^{-1})_{i,j} \delta_{ij}. \] (42)

From (31) and thanks to (21) and (12), \( V \) can be written as
\[ V(t, y) = \sum_{i=1}^{N_0} \beta_i(t) \tilde{q}_i(t, y) := \sum_{i=1}^{N_0} \beta_i \xi_i + [H \beta] \] (43)

where
\[ \tilde{q}_i(t, y) = (\text{Cof} \nabla X)^T \tilde{\xi}_i(t, y) \quad \text{and} \quad [H \beta] = \sum_{i=1}^{N_0} \beta_i (\tilde{q}_i - \xi_i). \] (44)

Using (4), (13) and (20) we can prove that the function \([H \beta]\) satisfies
\[ \int_{\partial \Omega_S} [H \beta] \cdot n = 0. \]

Consequently, for each \( i = 1, 2, \ldots, N_0 \), we can consider the following Stokes problem
\[
\begin{aligned}
-\nu \Delta W_i + \nabla \pi_i &= 0 \quad \text{in} \quad \Omega_F \\
\text{div}(W_i) &= 0 \quad \text{in} \quad \Omega_F \\
W_i &= 0 \quad \text{on} \quad \partial \Omega \\
W_i &= \tilde{q}_i - \xi_i \quad \text{on} \quad \partial \Omega_S.
\end{aligned}
\] (45)

and we can write
\[ w = v - \sum_{i=1}^{N_0} \beta_i W_i \] (46)

and
\[ \pi = q - \sum_{i=1}^{N_0} \beta_i \pi_i. \] (47)

Then, from (38), we deduce that \((w, \pi)\) satisfies
\[
\begin{aligned}
\frac{\partial w}{\partial t} + [M w] - \nu [L w] + [G \pi] &= K \quad \text{in} \quad \Omega_F, \ t \in (0, T) \\
\text{div}(w) &= 0 \quad \text{in} \quad \Omega_F, \ t \in (0, T) \\
w &= 0 \quad \text{on} \quad \partial \Omega, \ t \in (0, T) \\
w &= \sum_{i=1}^{N_0} \beta_i \xi_i \quad \text{on} \quad \partial \Omega_S, \ t \in (0, T)
\end{aligned}
\] (48)

with
\[
\begin{aligned}
K &= -\sum_{i=1}^{N_0} \beta_i W_i - \sum_{i=1}^{N_0} \beta_i W_i' - \sum_{i=1}^{N_0} [M (\beta_i W_i)] + \nu \sum_{i=1}^{N_0} [L (\beta_i W_i)] \\
&\quad - \left[ N \left( w + \sum_{i=1}^{N_0} \beta_i W_i \right) \right] - \sum_{i=1}^{N_0} [G (\beta_i \pi_i)].
\end{aligned}
\] (49)
Now, we transform also the equation for the structure in order to have fixed domains in the integrals coming from the fluid and in order to decompose the elastic displacement only by using \( \xi_i, i = 1, \ldots, N_0 \).

From (6) we have

\[
\int_{\Omega_S} \frac{\partial^2 \xi}{\partial t^2} \cdot \hat{\xi} \, d y = \sum_{j=1}^{N_0} \beta'_j \int_{\Omega_S} \xi_j \cdot \xi_i \, d y + \sum_{j=1}^{N_0} \beta'_j \int_{\Omega_S} (\hat{\xi}_j - \xi_j) \cdot \xi_i \, d y + \sum_{j=1}^{N_0} \beta'_j \int_{\Omega_S} (\hat{\xi}_j - \xi_j) \cdot \hat{\xi}_i \, d y.
\]

On the other hand, from (13), (33) and (46)

\[
\int_{\partial \Omega_S(t)} \sigma(u, p)n_x \cdot \hat{\xi}_i \, d y = \int_{\partial \Omega_S} \sigma(u, \pi)n_y \cdot \xi_i \, d y + \int_{\partial \Omega_S} \sigma(u, \pi)n_y \cdot (\hat{\xi}_i - \xi_i) \, d y + \int_{\partial \Omega_S} G_0[w, \pi] \cdot \hat{\xi}_i \, d y
\]

with

\[
G_0[w, \pi] = \sigma(u, \pi) ((\nabla X)^{-1} - 1d) \cdot n_y + \sum_{i=1}^{N_0} \beta_i \sigma(W_i, \pi_i) (\nabla X)^{-1} n_y
\]

\[
+ 2v (E[w] + (E[w])^T)(X) \text{Cof}(\nabla X)n_y + 2v \sum_{i=1}^{N_0} \beta_i (E[W_i])
\]

and with \( E[w] \) defined by (34).

Thus, we can write (8) as follows

\[
\sum_{j=1}^{N_0} \beta'_j \int_{\Omega_S} \xi_j \cdot \xi_i \, d y = \int_{\partial \Omega_S} \sigma(u, \pi)n_y \cdot \xi_i \, d y + f_i,
\]

where \( f \in [L^2(0, T)]^{N_0} \) is given by

\[
f_i = -\sum_{j=1}^{N_0} \beta'_j \int_{\Omega_S} (\hat{\xi}_j - \xi_j) \cdot \xi_i \, d y - \sum_{j=1}^{N_0} \beta'_j \int_{\Omega_S} \frac{\partial}{\partial t} (\hat{\xi}_j) \cdot \hat{\xi}_i \, d y - \sum_{j=1}^{N_0} \beta'_j \int_{\Omega_S} \hat{\xi}_j \cdot (\hat{\xi}_i - \xi_i) \, d y - 2v \int_{\Omega_S} \varepsilon(\xi)_i : \varepsilon(\hat{\xi}_i) \, d y - \lambda \int_{\Omega_S} \text{div}(\xi) \text{div}(\hat{\xi}_i) \, d y + \int_{\Omega_S} \sigma(u, \pi)n_y \cdot (\hat{\xi}_i - \xi_i) \, d y + \int_{\partial \Omega_S} G_0[w, \pi] \cdot \hat{\xi}_i \, d y, \quad i \in \{1, 2, \ldots, N_0\}.
\]

Then we have the following proposition:
PROPOSITION 3.2 Assume \((w, \pi)\) is defined by \((29)-(30)\) and \((46)-(47)\). Then
\[
(u, p, \beta) \in \mathcal{O}(t) \times L^2(0, T; H^1(\Omega_F(t))) \times [H^1(0, T)]^{N_0} \tag{53}
\]
if and only if
\[
(w, \pi, \beta) \in \mathcal{O} \times L^2(0, T; H^1(\Omega_F)) \times [H^1(0, T)]^{N_0}. \tag{54}
\]
Moreover, if \((u, p, \beta)\) satisfies \((53)\) then \((u, p, \beta)\) is solution of \((7)-(8)\) along with the initial conditions \((9)\) if and only if \((w, \pi, \beta)\) is solution of \((48), (51)\) with \((39)-(42), (49), (50)\) and \((52)\) and with the initial conditions
\[
w_{|t=0} = w^0 = u^0 - \sum_{i=1}^{N_0} \beta_i^0 W_i \quad \text{in} \quad \Omega_F \tag{55}
\]
and \(\beta_i^0 = \beta_i(0)\).

In the remaining part of the article, we study the problem \((48), (51)\). To prove the local in time existence of such a system we use a similar approach as in \([16]\). More precisely we write \((48), (51)\) as

\[
\begin{cases}
\frac{\partial w}{\partial t} - \nu \Delta w + \nabla \pi = F & \text{in} \quad \Omega_F, \ t \in (0, T) \\
\text{div}(w) = 0 & \text{in} \quad \Omega_F, \ t \in (0, T) \\
w = 0 & \text{on} \quad \partial \Omega, \ t \in (0, T) \\
w = \sum_{i=1}^{N_0} \beta_i \xi_i & \text{on} \quad \partial \Omega_S, \ t \in (0, T)
\end{cases}
\]

and

\[
[A\beta]_j^i = \int_{\partial \Omega_S} \sigma(w, \pi)n_y \cdot \xi_i d\gamma_y + f_i,
\]

with \(A\) defined by

\[
(A)_{i,j} = \int_{\Omega_S} \xi_i \cdot \xi_j d\gamma.
\]

with \(f_i\) given by \((52)\) and with

\[
F = K - [M w] + \nu \left[(L - \Delta)w\right] + [\nabla G] \pi.
\]

4. Linear problem associated to \((48), (51)\)

In this section, we consider the following linear problem

\[
\begin{cases}
\frac{\partial \tilde{w}}{\partial t} - \nu \Delta \tilde{w} + \nabla \tilde{\pi} = F & \text{in} \quad \Omega_F, \ t \in (0, T) \\
\text{div}(\tilde{w}) = 0 & \text{in} \quad \Omega_F, \ t \in (0, T) \\
\tilde{w} = 0 & \text{on} \quad \partial \Omega, \ t \in (0, T) \\
\tilde{w} = \sum_{i=1}^{N_0} \beta_i \xi_i & \text{on} \quad \partial \Omega_S, \ t \in (0, T)
\end{cases}
\]

and

\[
[A\tilde{\beta}]_j^i = \int_{\partial \Omega_S} \sigma(\tilde{w}, \tilde{\pi})n_y \cdot \xi_j d\gamma_y + f_j,
\]

with \(\sigma, \nu, L, M, \Delta, \nabla G, \pi\) defined as in \(\nu \left[(L - \Delta)w\right] + [\nabla G] \pi\).
along with the initial conditions
\[ \tilde{w}(0) = w^0, \quad \text{and} \quad \tilde{\beta}(0) = \beta^0, \quad (60) \]
where \( F, f_j \) are given functions, and \( \beta^0 j \) are given real numbers. Recall that \( A \) is defined by \((56)\).

In order to study \((58)-(59)\), we use a semigroup approach. More precisely, let us set
\[ H = \left\{ (w, \beta) \in L^2(\Omega_F) \times \mathbb{R}^{N_0} : \text{div}(w) = 0 \text{ in } \Omega_F \right\} \]
\[ w \cdot n = 0 \text{ on } \partial \Omega \]
\[ w \cdot n = \left( \sum_{i=1}^{N_0} \beta_i \xi_i \right) \cdot n \text{ on } \partial \Omega_S, \]
\[ D(A) = \left\{ (w, \beta) \in H : w \in H^2(\Omega_F) \right\} \]
\[ w = 0 \text{ on } \partial \Omega \]
\[ w = \sum_{i=1}^{N_0} \beta_i \xi_i \text{ on } \partial \Omega_S, \]
\[ \mathcal{Q} : D(A) \to L^2(\Omega_F) \times \mathbb{R}^{N_0} \]
\[ (w, \beta) \mapsto \left( -\nu A w, \left( A^{-1} \mathbb{B}(w) \right) \right), \]
and
\[ A : D(A) \to H \]
\[ (w, \beta) \mapsto \mathbb{P}(\mathcal{Q}(w, \beta)) \]
where \( \mathbb{B}_j(w) = \int_{\partial \Omega_S} 2\nu e(w) n \cdot \xi_j \, d\gamma_y \) and \( \mathbb{P} : L^2(\Omega_F) \times \mathbb{R}^{N_0} \to H \) is the orthogonal projection.

Here we have used the following scalar product for \( L^2(\Omega_F) \times \mathbb{R}^{N_0} \):
\[ ( (w, \beta), (u, \alpha) ) := \int_{\Omega_F} w \cdot u \, d \gamma_y + \beta \cdot \alpha. \]
Its associated norm is equivalent to the usual one. Let us also remark that \( H \) is a closed subspace of the Hilbert space \( L^2(\Omega_F) \times \mathbb{R}^{N_0} \).

To study the operator \( A \), we also need the following function space
\[ V = \left\{ (w, \beta) \in H : w \in H^1(\Omega_F) \right\} \]
\[ w = 0 \text{ on } \partial \Omega \]
\[ w = \sum_{i=1}^{N_0} \beta_i \xi_i \text{ on } \partial \Omega_S, \]

**Proposition 4.1** The operator \( A : D(A) \to H \) is positive and self-adjoint. In particular, \(-A\) is the generator of a contraction semigroup on \( H \).
Proof. Assume \((u, \alpha), (w, \beta) \in D(A)\). Then
\[
(A(w, \beta), (u, \alpha)) = (\mathcal{B}(w, \beta), (u, \alpha))
\]
\[
= \int_{\Omega_F} -v \Delta w \cdot u \, d\gamma + \|B(w)\|_2^2.
\]
\[
= 2v \int_{\Omega_F} e(w) : e(u) \, d\gamma - 2v \int_{\partial\Omega_S} e(w)n \cdot u \, d\gamma
\]
\[
+ \sum_{j=1}^{N_0} 2v \int_{\partial\Omega_S} e(w)n \cdot \xi_j \, d\gamma \, \alpha_j
\]
\[
= 2v \int_{\Omega_F} e(w) : e(u) \, d\gamma.
\]
Thus
\[
(A(w, \beta), (u, \alpha)) = 2v \int_{\Omega_F} e(w) : e(u) \, d\gamma, \quad \forall (u, \alpha), (w, \beta) \in D(A).
\] (61)

In particular, \(A\) is symmetric. Moreover, \(\text{Id} + A\) is onto: let us take \((v, \gamma) \in H\). The equation
\[
(\text{Id} + A)(w, \beta) = (v, \gamma)
\]
is equivalent to
\[
((w, \beta), (u, \alpha)) + (A(w, \beta), (u, \alpha)) = ((v, \gamma), (u, \alpha)), \quad \forall (u, \alpha) \in H.
\] (62)

If \((u, \alpha) \in V\), then (62) can be transformed in
\[
((w, \beta), (u, \alpha)) + 2v \int_{\Omega_F} e(w) : e(u) \, d\gamma = ((v, \gamma), (u, \alpha)), \quad \forall (u, \alpha) \in V.
\] (63)

Using the Korn inequality (see [14, Theorem 2.4-2, p. 51]) and the Riesz theorem we deduce the existence and uniqueness of \((w, \beta) \in V\) satisfying (63).

Taking \(\alpha = 0\) in (63), it is not difficult to see that \(w\) is solution of a Stokes-type system
\[
\begin{cases}
\begin{align*}
w - v \Delta w + \nabla p &= F \quad \text{in} \quad \Omega_F \\
\text{div}(w) &= 0 \quad \text{in} \quad \Omega_F \\
w &= 0 \quad \text{on} \quad \partial\Omega \\
w &= \sum_{i=1}^{N_0} \beta_i \xi_i \quad \text{on} \quad \partial\Omega_S.
\end{align*}
\end{cases}
\]
(64)

Since \(\{\xi_i\}_{i=1}^{N_0} \subset H^3(\Omega_S)\) and \(\partial\Omega \in C^2\), we obtain \(w \in H^2(\Omega_F)\). Therefore \(\text{Id} + A\) is onto.

This concludes that the operator \(A\) is self-adjoint (see, for instance [17, Proposition 3.2.4, p. 74]). Furthermore, \(A\) is non-negative, since from (61) we have
\[
(A(w, \beta), (w, \beta)) = 2v \int_{\Omega_F} \|e(w)\|^2 \, d\gamma \geq 0.
\]
Hence, thanks to Lumer–Phillips theorem, \(A\) is the generator of a contraction semigroup on \(H\) (see Proposition 3.3.5 and Proposition 3.8.4 in [17]).
Using Proposition 4.1 and classical results on parabolic equations (see, for instance, [16]) we deduce the following result on (58)--(59) such that

\[ \tilde{w} \in \mathcal{D}, \quad \nabla \tilde{x} \in L^2(0, T; L^2(\Omega_F)), \quad \tilde{\beta} \in [H^1(0, T)]^{N_0}. \]

Moreover, we have the following estimate

\[
\| \tilde{w} \|_{\mathcal{D}} + \| \nabla \tilde{x} \|_{L^2(0, T; L^2(\Omega_F))} + \| \tilde{\beta} \|_{[H^1(0, T)]^{N_0}} \\
\leq C \left( \| F \|_{L^2(0, T; L^2(\Omega_F))} + \| f \|_{L^2(0, T)}^{N_0} + \| w^0 \|_{H^1(\Omega_F)} + \| \beta^0 \|_{[H^1(0, T)]^{N_0}} \right)
\]

where \( C \) is a constant depending of \( T \) in a non-decreasing way.

5. Proof of the main result

This section is devoted to the proof of Theorem 1.1. More precisely, we prove this theorem by using two technical results (Theorem 5.1 and Theorem 5.2) which will be proved in the next sections.

First let us fix \( w, \pi, \beta \) with

\[
\| w \|_{\mathcal{D}} + \| \nabla \pi \|_{L^2(0, T; L^2(\Omega_F))} + \| \beta \|_{[H^1(0, T)]^{N_0}} \leq R,
\]

where \( R > 0 \) is a fixed positive constant.

Then we define \( \alpha_i (i = 1, \ldots, N_0) \) by

\[
\alpha_i(t) = \int_0^t \beta_i(s) \, ds.
\]

In particular, if we take

\[
T = \frac{r_1}{2R},
\]

we have for all \( t, \) \( (\alpha_1(t), \ldots, \alpha_{N_0}(t)) \) \( \in R(0, r_1) \), with \( r_1 \) such that we can apply Lemmata 2.1 and 2.4 and so that (17) holds true. By using these functions, we can define \( \xi, \hat{\xi}, X, \hat{\eta}, (W_i, \pi_i) \) by the formulas (5), (19), (23), (44), and (45). Finally we can define \( F \) and \( f_i \) by (57) and (52). Then we have the two following results.

THEOREM 5.1 Assume that \( (w, \pi, \beta) \) satisfies (65) and assume (66). Then there exists a positive constant \( C(R) \) such that

\[
\| F \|_{L^2(0, T; L^2(\Omega_F))} + \| f \|_{[L^2(0, T)]^{N_0}} \leq C(R) T^{1/4}.
\]

THEOREM 5.2 Assume that \( (w^{(1)}, \pi^{(1)}, \beta^{(1)}), (w^{(2)}, \pi^{(2)}, \beta^{(2)}) \) satisfies (65) and assume (66). For \( k = 1, 2 \), we can construct \( F^{(k)} \) and \( f^{(k)} \) as above from (57) and (52) with \( (w^{(k)}, \pi^{(k)}, \beta^{(k)}) \)
instead of \((w, \pi, \beta)\). Then there exists a positive constant \(C(R)\) such that
\[
\left\| F^{(1)} - F^{(2)} \right\|_{L^2(0,T;L^2(\Omega_F))} + \left\| f^{(1)} - f^{(2)} \right\|_{L^2(0,T)^{N_0}} \\
\leq C(R) T^{1/4} \left( \left\| w^{(1)} - w^{(2)} \right\|_{\mathcal{D}} + \left\| \nabla \left( \pi^{(1)} - \pi^{(2)} \right) \right\|_{L^2(0,T;L^2(\Omega_F))} \\
+ \left\| \beta^{(1)} - \beta^{(2)} \right\|_{[H^{1}(0,T)]^{N_0}} \right). \tag{68}
\]

These two results are technical and will be proved in the next two sections. Admitting these results, we are in position to prove the main result. The proof is based on the Banach fixed point theorem. More precisely, let \(T > 0\), \(R > 0\), and let us define
\[
\mathcal{K} = \mathcal{D} \times L^2(0,T;H^1(\Omega_F)) \times \left[ H^1(0,T) \right]^{N_0},
\]
edowed with the norm
\[
\| (w, \pi, \beta) \|_\mathcal{K} := \| w \|_{\mathcal{D}} + \| \pi \|_{L^2(0,T;H^1(\Omega_F))} + \| \beta \|_{[H^1(0,T)]^{N_0}}.
\]
and
\[
\mathcal{C} = \{ (w, \pi, \beta) \in \mathcal{K} : \| (w, \pi, \beta) \|_\mathcal{K} \leq R \}.
\]
Clearly, \(\mathcal{C}\) is a closed subset of \(\mathcal{K}\). Let us define the mapping
\[
\mathcal{Z} : \mathcal{C} \to \mathcal{K}, \quad (w, \pi, \beta) \mapsto (\tilde{w}, \tilde{\pi}, \tilde{\beta}) \tag{69}
\]
where \((\tilde{w}, \tilde{\pi}, \tilde{\beta})\) is the solution of (58)–(60), with \(F\) and \(f\) defined by (57) and (52) from \((w, \pi, \beta)\) (as in the beginning of this section). The fact that \(\mathcal{Z}\) maps \(\mathcal{C}\) into \(\mathcal{K}\) comes from Proposition 4.2 and Theorem 5.1. More precisely, applying Proposition 4.2, we obtain
\[
\| (\tilde{w}, \tilde{\pi}, \tilde{\beta}) \|_\mathcal{K} \leq C \left( \| F \|_{L^2(0,T;L^2(\Omega_F))} + \| f \|_{L^2(0,T)^{N_0}} + \| w^0 \|_{H^1(\Omega_F)} + \| \beta^0 \|_{\mathbb{R}^{N_0}} \right). \tag{70}
\]
Combining the above estimate with (67), we deduce
\[
\| \mathcal{Z}(w, \pi, \beta) \|_\mathcal{K} \leq C(R) T^{1/4} + C \left( \| w^0 \|_{H^1(\Omega_F)} + \| \beta^0 \|_{\mathbb{R}^{N_0}} \right). \tag{71}
\]
With the constant \(C\) and \(C(R)\) of the above inequality, we take \(R\) big enough so that
\[
\| w^0 \|_{H^1(\Omega_F)} + \| \beta^0 \|_{\mathbb{R}^{N_0}} \leq \frac{R}{2C} \tag{72}
\]
and \(T\) small enough so that (in addition to (66))
\[
C(R) T^{1/4} \leq \frac{R}{2}. \tag{73}
\]
Gathering (71), (72) and (73), we deduce \(\mathcal{Z}(\mathcal{C}) \subset \mathcal{C}\).
Lastly, we prove that $Z : \mathcal{E} \to \mathcal{E}$ is a contraction. Let \( \left( w^{(1)}, \pi^{(1)}, \beta^{(1)} \right), \left( w^{(2)}, \pi^{(2)}, \beta^{(2)} \right) \in \mathcal{E} \). Then, according to Proposition 4.2

\[
\| Z \left( w^{(1)}, \pi^{(1)}, \beta^{(1)} \right) - Z \left( w^{(2)}, \pi^{(2)}, \beta^{(2)} \right) \|_{\chi} = \| \left( w^{(1)}(\cdot), \pi^{(1)}(\cdot), \beta^{(1)}(\cdot) \right) - \left( w^{(2)}(\cdot), \pi^{(2)}(\cdot), \beta^{(2)}(\cdot) \right) \|_{\chi} \\
\leq \left\| F^{(1)} - F^{(2)} \right\|_{L^2(0,T;L^2(\Omega_F))} + \left\| f^{(1)} - f^{(2)} \right\|_{[L^2(0,T)]^N} 
\]

where, for \( k = 1, 2 \), \( F^{(k)} \) and \( f^{(k)} \) are defined by (57) and (52) with \( \left( w^{(k)}, \pi^{(k)}, \beta^{(k)} \right) \). Thus, according to Theorem 5.2, we have

\[
\| Z \left( w^{(1)}, \pi^{(1)}, \beta^{(1)} \right) - Z \left( w^{(2)}, \pi^{(2)}, \beta^{(2)} \right) \|_{\chi} \leq C(R)T^{1/4} \left\| \left( w^{(1)}, \pi^{(1)}, \beta^{(1)} \right) - \left( w^{(2)}, \pi^{(2)}, \beta^{(2)} \right) \right\|_{\chi} .
\]

Thus for \( T \) small enough, \( Z \) is a contraction on \( \mathcal{E} \) and we deduce the local in time existence of a solution of (48), (51) and thus of a solution of (7)–(8) by using Proposition 3.2. This completes the proof.

6. Estimates on the coefficients

This section is devoted to the proof of Theorem 5.1; more precisely, we estimate here \( f \) and \( F \) defined by (52) and (57). Throughout this section, we fix \( (w, \pi, \beta) \) with

\[
\| w \|_{\mathcal{D}} + \| \nabla \pi \|_{L^2(0,T;L^2(\Omega_F))} + \| \beta \|_{(H^1(\Omega))^N} \leq R ,
\]

where \( R \) is a fixed positive constant (see Section 5). We assume (66) and we define \( \alpha_i \), \( \xi_i \) \( i = 0, \ldots, N_0 \), \( \xi \), \( \xi_1 \), \( X \), \( \hat{\pi} \), \( W_i \), \( \pi_i \) by the formulas (5), (19), (23), (44), and (45) as in the beginning of Section 5.

In the estimates below, the constants \( C(R) \) at stake may depend on \( R \), the geometry, \( \nu \), \( N_0 \), \( \{\xi_i\}_{i=0}^{N_0} \), and on \( T \). If they depend on \( T \), it is in a nondecreasing way. Similarly the constants \( C \) at stake are independent on \( R \) but may depend on the geometry, \( \nu \), \( N_0 \), \( \{\xi_i\}_{i=0}^{N_0} \), and on \( T \). If they depend on \( T \), it is in a nondecreasing way.

We recall that from the above assumptions and from Lemma 2.4, \( X \in H^2(0,T;H^3(\Omega)) \), \( Y \in L^\infty(0,T;H^2(\Omega)) \cap W^{1,\infty}(0,T;H^2(\Omega)) \cap H^2(0,T;H^4(\Omega)) \) and \( (\nabla X)^{-1} \in H^2(0,T: H^2(\Omega)) \).

**Lemma 6.1** With the above assumptions, \( \text{Cof} (\nabla X) \in H^2(0,T;H^2(\Omega)) \) and for all \( 1 \leq i \leq N_0 \), \( \hat{\pi}_i \in H^2(0,T;H^2(\Omega_S)) \). Moreover, we have the following estimates

\[
\| X - \text{id} \|_{L^\infty(0,T;H^2(\Omega))} \leq C(R)T ,
\]

\[
\| \text{Cof} (\nabla X) - \text{Id} \|_{L^\infty(0,T;H^2(\Omega))} \leq C(R)T^{1/2} ,
\]

\[
\left\| X^{-1} \right\|_{L^\infty(0,T;H^2(\Omega))} \leq C(R) ,
\]

\[
\left\| X^{-1} \right\|_{L^\infty(0,T;H^2(\Omega))} \leq C(R)T^{1/2} ,
\]

where \( \alpha_i \), \( \xi_i \) \( i = 0, \ldots, N_0 \), \( \xi \), \( \xi_1 \), \( X \), \( \hat{\pi} \), \( W_i \), \( \pi_i \) by the formulas (5), (19), (23), (44), and (45) as in the beginning of Section 5.
\[
\begin{align*}
\| (\nabla X)^{-1} \|_{L^\infty(0,T;H^2(\Omega_S))} & \leq C(R),
\| (\nabla X)^{-1} - \text{Id} \|_{L^\infty(0,T;H^2(\Omega_S))} \leq C(R)T^{1/2}, & (78) \\
\| X \|_{H^2(0,T;H^1(\Omega))} + \| Y \|_{L^\infty(0,T;H^1(\Omega))} & + \left\| \frac{\partial Y}{\partial t} \right\|_{L^\infty(0,T;H^2(\Omega))} + \left\| \frac{\partial^2 Y}{\partial t^2} \right\|_{L^2(0,T;H^1(\Omega))} \leq C(R). & (79)
\end{align*}
\]

Proof. First, we remark that since the entries of \( \text{Cof} (\nabla X) \) are of the form

\[
\begin{align*}
\alpha_X \frac{\partial X_i}{\partial y_j} - \alpha_Y \frac{\partial Y_{i'}}{\partial y_{j'}}
\end{align*}
\]

with \( i, j, k, l, m, n, p, q \in \{1, 2, 3\} \), the regularity of \( \text{Cof} (\nabla X) \) is a consequence of the fact that \( H^2(0,T;H^2(\Omega_S)) \) is an algebra. On the other hand, by using the definitions (19) and (44),

\[
\begin{align*}
\hat{\eta}_i = (\text{Cof} \nabla X)^t \left( \xi_i - \frac{\zeta_i}{\zeta_0} \xi_0 \right),
\end{align*}
\]

with (see (16))

\[
\zeta_i = \int_{\Omega_S} (\text{Cof} \nabla X)^t \xi_i \cdot n_y \, dy_y.
\]

These two last relations imply \( \hat{\eta}_i \in H^2(0,T;H^2(\Omega_S)) \).

By using the definition (23) of \( X \), we have

\[
\| X - \text{Id} \|_{L^\infty(0,T;H^1(\Omega_S))} \leq \| \mathcal{E}(\xi) \|_{L^\infty(0,T;H^1(\Omega))} \leq C \| \alpha \|_{L^\infty(0,T)}^{N_0} \leq C(R)T,
\]

which yields (75).

Similarly,

\[
\left\| \frac{\partial X}{\partial t} \right\|_{H^1(0,T;H^1(\Omega))} = \mathcal{E} \left( \frac{\partial \xi}{\partial t} \right) \right\|_{H^1(0,T;H^1(\Omega))} \leq C(R).
\]

This implies

\[
\| X \|_{H^2(0,T;H^1(\Omega))} \leq C(R).
\]

Combining (81) with (75) and (84), we deduce (76).

Let us prove (77). From (24), there exists a positive constant \( C \) such that

\[
\| \det(\nabla Y) \|_{L^\infty(0,T;L^\infty(\Omega))} \leq C,
\]

and thus

\[
\left\| \frac{1}{\det(\nabla X)} \right\|_{L^\infty(0,T;L^\infty(\Omega))} \leq C.
\]

Combining the above estimate with (85) yields

\[
\left\| \frac{1}{\det(\nabla X)} \right\|_{L^\infty(0,T;L^2(\Omega))} \leq C \left( \| \nabla X \|_{L^\infty(0,T;L^2(\Omega))}^2 + 1 \right) \leq C(R).
\]
On the other hand, from (75) and from the above estimate, we obtain

\[
\left\| \frac{1}{\det \nabla X} - 1 \right\|_{L^\infty(0,T;H^2(\Omega))} \leq C(R) \left\| \nabla X - \text{Id} \right\|_{L^\infty(0,T;H^2(\Omega))} \leq C(R)T^{1/2}.
\]

This proves (77).

From (12), (76) and (77) we deduce (78).

Let us prove (79). To obtain the estimates on \(Y\), we follow the proof of Lemma 2.4. More precisely, from (24), there exists a positive constant \(C\) such that

\[
\left\| \nabla Y \right\|_{L^\infty(0,T;L^\infty(\Omega))} \leq C.
\]

From (25), (77) and (78) we have

\[
\left\| \nabla^2 Y(X) \right\|_{L^\infty(0,T;L^6(\Omega))} \leq C(R).
\]

Analogously, from (26), (77) and (78) we deduce

\[
\left\| \nabla^3 Y(X) \right\|_{L^\infty(0,T;L^2(\Omega))} \leq C(R).
\]

Thus, we obtain

\[
\left\| Y \right\|_{L^\infty(0,T;H^1(\Omega))} \leq C(R).
\]

Then using (27) and the previous estimates on \(X\) and \(Y\), we obtain the estimates on \(\frac{\partial Y}{\partial t}\). We use the same kind of reasoning for the second derivative in time of \(Y\).

Lastly, we show (80), from (82) we deduce that

\[
\left\| \tilde{\eta}_i - \xi_i \right\|_{H^2(\Omega_S)} \leq \left\| \left( \text{Cof} \nabla X' \right)' - \text{Id} \right\|_{H^2(\Omega_S)} \left\| \xi_i \right\|_{H^2(\Omega_S)} + \left\| \left( \text{Cof} \nabla X' \right)' \right\|_{H^2(\Omega_S)} \left\| \xi_0 \right\|_{H^2(\Omega_S)} \left\| \frac{\xi_i(t)}{\xi_0(t)} \right\|.
\]

From (83) and (4), we have for all \(i \in \{1, \ldots, N_0\},\)

\[
\xi_i = \int_{\partial \Omega_S} \left( \text{Cof} \nabla X' \right)' \xi_i \cdot n_y \, d\gamma_y,
\]

and thus, by using (76), we have for all \(i \in \{1, \ldots, N_0\},\)

\[
\left| \xi_i(t) \right| \leq C(R)T^{1/2}.
\]

Combining the above estimate with (18), (76), we conclude

\[
\left\| \tilde{\eta}_i - \xi_i \right\|_{L^\infty(0,T;H^2(\Omega_S))} \leq C(R)T^{1/2}.
\]

To obtain the estimates on the time derivative, we write

\[
\frac{\partial}{\partial t}(\tilde{\eta}_i) = \frac{\partial}{\partial t} \left( \left( \text{Cof} \nabla X' \right)' \xi_i \right) - \frac{\partial}{\partial t} \left( \left( \text{Cof} \nabla X' \right)' \frac{\xi_i}{\xi_0} \right) \frac{\xi_0}{\xi_0} + \left( \text{Cof} \nabla X' \right)' \frac{\partial}{\partial t} \left( \frac{\xi_i}{\xi_0} \right) \xi_0
\]

and we use (76), (83) to deduce the result. \(\square\)
LEMMA 6.2 Assume (74) and (66). Then for all $i \in \{1, \ldots, N_0\}$, the solution of (45) satisfies

$$(W_i, \pi_i) \in H^1(0, T; H^2(\Omega_F)) \times H^1(0, T; H^1(\Omega_F))$$

and there exists a constant $C(R) > 0$ such that

$$\|W_i\|_{H^1(0,T;H^2(\Omega_F))} + \|\pi_i\|_{H^1(0,T;H^1(\Omega_F))} \leq C(R)T^{1/2}. \quad (87)$$

Proof. Using classical results (see [2]), we deduce that

$$\left\| \frac{\partial W_i}{\partial t} \right\|_{H^2(\Omega_F)} + \left\| \frac{\partial \pi_i}{\partial t} \right\|_{H^1(\Omega_F) / \mathbb{R}} \leq C \left\| \tilde{\eta}_i - \tilde{\xi}_i \right\|_{H^{3/2}(\partial \Omega_S)} \leq C \left\| \tilde{\eta}_i - \tilde{\xi}_i \right\|_{H^2(\Omega_S)}. \quad (88)$$

According to (80), this yields

$$\|W_i\|_{L^\infty(0,T; H^2(\Omega_F))} + \|\pi_i\|_{L^\infty(0,T; H^1(\Omega_F) / \mathbb{R})} \leq C(R)T^{1/2}. \quad (89)$$

Differentiating (45) with respect to time

$$\begin{align*}
-\nu \Delta \left( \frac{\partial W_i}{\partial t} \right) + \nabla \left( \frac{\partial \pi_i}{\partial t} \right) = 0 & \quad \text{in } \Omega_F \\
\text{div} \left( \frac{\partial W_i}{\partial t} \right) = 0 & \quad \text{in } \Omega_F \\
\left( \frac{\partial W_i}{\partial t} \right) = 0 & \quad \text{on } \partial \Omega \\
\left( \frac{\partial W_i}{\partial t} \right) = \left( \frac{\partial \tilde{\eta}_i}{\partial t} \right) & \quad \text{on } \partial \Omega_S.
\end{align*} \quad (90)$$

Using again the result of [2], we deduce

$$\left\| \frac{\partial W_i}{\partial t} \right\|_{H^2(\Omega_F)} + \left\| \frac{\partial \pi_i}{\partial t} \right\|_{H^1(\Omega_F) / \mathbb{R}} \leq C \left\| \frac{\partial \tilde{\eta}_i}{\partial t} \right\|_{H^{3/2}(\partial \Omega_S)} \leq C \left\| \frac{\partial \tilde{\eta}_i}{\partial t} \right\|_{H^2(\Omega_S)}.$$ 

Thus, thanks to (80), we have

$$\|W_i\|_{W^{1,\infty}(0,T; H^2(\Omega_F))} + \|\pi_i\|_{W^{1,\infty}(0,T; H^1(\Omega_F))} \leq C(R). \quad (91)$$

This inequality implies (87). \qed

Using Lemma 6.1 the following result can be proved. We skip the proof since it is similar to the proof of next lemma.

LEMMA 6.3 Let $v \in \mathcal{D}$ and $E_{ij}[v]$ defined by (34). Then there exists a positive constant $C(R)$ such that

$$\|E_{ij}[v]\|_{L^2(0,T; H^1(\Omega_F))} \leq C(R)T^{1/2}\|v\|_{\mathcal{B}}.$$

LEMMA 6.4 Suppose that $v \in \mathcal{D}$ and $q \in L^2(0, T; H^1(\Omega_F))$. Then there exists a positive constant $C(R)$ such that

(i) $\|Mv\|_{L^2(0,T; L^2(\Omega_F))} \leq C(R)T^{1/2}\|v\|_{\mathcal{B}},$

(ii) $\|Qv\|_{L^2(0,T; H^1(\Omega_F))} \leq C(R)T^{1/2}\|v\|_{\mathcal{B}}.$
\( \|v([Lv] - \Delta v)\|_{L^2(0,T; L^2(\Omega_F))} \leq C(R)T^{1/2}\|v\|_D, \)

(iii) \( \|\nabla v\|_{L^2(0,T; L^2(\Omega_F))} \leq C(R)T^{1/4}\|v\|_D, \)

(iv) \( \|Gq - \nabla q\|_{L^2(0,T; L^2(\Omega_F))} \leq C(R)T^{1/2}\|q\|_{L^2(0,T; H^1(\Omega_F))}, \)

(v) \( \|G_0(v,q)\|_{L^2(0,T; H^1(\Omega_F))} \leq C(R)T^{1/2}\left[1 + \|v\|_D + \|q\|_{L^2(0,T; H^1(\Omega_F))}\right]. \)

**Proof.** By using the definition (39) and by performing some calculations, we have

\[
[Mv]_i = -\text{tr}\left( (\nabla X)^{-1} \left( \frac{\partial \nabla X}{\partial t} + (\nabla^2 X) \frac{\partial Y}{\partial t}(X) \right) \right) \frac{\partial X_i}{\partial y_k} v_k + \sum_{k=1}^{3} \frac{\partial^2 X_i}{\partial y_j \partial y_k} \frac{\partial Y_i}{\partial t}(X) v_k
+ \sum_{k,l=1}^{3} \frac{\partial X_i}{\partial y_k} \frac{\partial Y_i}{\partial y_l} \frac{\partial Y_i}{\partial t}(X) + \sum_{k=1}^{3} \left( \frac{\partial X_i}{\partial y_k} - \delta_{i,k} \right) \frac{\partial v_k}{\partial t} \tag{92}
\]

where \(\text{tr}(A)\) denotes the trace of the matrix \(A\).

We estimate the first term in the above expression of \([Mv]_i\):

\[
\left\| \text{tr}\left( (\nabla X)^{-1} \left( \frac{\partial \nabla X}{\partial t} + (\nabla^2 X) \frac{\partial Y}{\partial t}(X) \right) \right) \frac{\partial X_i}{\partial y_k} v_k \right\|_{L^2(0,T; L^2(\Omega_F))} \leq T^{1/2} \left\| (\nabla X)^{-1} \left( \frac{\partial \nabla X}{\partial t} + (\nabla^2 X) \frac{\partial Y}{\partial t}(X) \right) \right\|_{L^\infty(0,T; L^\infty(\Omega_F))} \left\| \frac{\partial X_i}{\partial y_k} v_k \right\|_{L^\infty(0,T; H^1(\Omega_F))}.
\]

The above inequality combined with Lemma 6.1 yields

\[
\left\| \text{tr}\left( (\nabla X)^{-1} \left( \frac{\partial \nabla X}{\partial t} + (\nabla^2 X) \frac{\partial Y}{\partial t}(X) \right) \right) \frac{\partial X_i}{\partial y_k} v_k \right\|_{L^2(0,T; L^2(\Omega_F))} \leq C(R)T^{1/2}\|v\|_D.
\]

The three next terms in (92) are estimated in a similar way. For the last term, we write

\[
\left\| \left( \frac{\partial X_i}{\partial y_k} - \delta_{i,k} \right) \frac{\partial v_k}{\partial t} \right\|_{L^2(0,T; L^2(\Omega_F))} \leq \|\nabla X - \text{Id}\|_{L^\infty(0,T; L^\infty(\Omega_F))} \left\| \frac{\partial v_k}{\partial t} \right\|_{L^2(0,T; L^2(\Omega_F))}
\leq C(R)T\|v\|_D.
\]

where the last inequality is obtained thanks to Lemma 6.1. All these estimates imply (i).

Now, we estimate the terms appearing in the expression (40) of \([Lv]\). First,

\[
\left\| \frac{\partial^2 v_i}{\partial y_j \partial y_l} ((\nabla X)^{-1}_{i,j} - \delta_{i,j}) \right\|_{L^2(0,T; L^2(\Omega_F))} \leq \left\| (\nabla X)^{-1} - \text{Id} \right\|_{L^\infty(0,T; L^\infty(\Omega_F))} \|v\|_{L^2(0,T; H^2(\Omega_F))} \leq C(R)T^{1/2}\|v\|_D.
\]
For the second term of $[Lv]$, a short calculation shows that
\[
\left( \det \nabla X \right) \frac{\partial}{\partial x_j} \left( \det \nabla Y \right) X \frac{\partial v_i}{\partial y_j} = - \text{tr} \left( (\nabla X)^{-1} (\nabla^2 X) (\nabla X)^{-1} \right) \frac{\partial v_i}{\partial y_j},
\]
and then we estimate this term as the first term of $[Mv]$. Using Lemmata 6.1 and 6.3 we obtain the following estimate for the last term of $[Lv]$:
\[
\left\| \left( \det \nabla X \right) \frac{\partial}{\partial x_j} \left( E_{ij}[v] (X) \right) \right\|_{L^2(0,T;L^2(\Omega_F))} \lesssim C(R) T^{1/2} \|v\|_\mathcal{D}. \tag{93}
\]
These estimates allow to obtain (ii).

Next, we estimate each term in the expression (41) of $[Nv]$. Since $\frac{\partial v_i}{\partial y_j} \in L^\infty(0, T; L^2(\Omega_F)) \cap L^2(0, T; H^1(\Omega_F))$ and since
\[
\left\| \frac{\partial v_i}{\partial y_j} \right\|_{H^{1/2}(\Omega_F)} \lesssim C \left( \left\| \frac{\partial v_i}{\partial y_j} \right\|^{1/2}_{H^1(\Omega_F)} \left\| \frac{\partial v_i}{\partial y_j} \right\|^{1/2}_{L^2(\Omega_F)} \right),
\]
we deduce that $\frac{\partial v_i}{\partial y_j} \in L^4(0, T; H^{1/2}(\Omega_F))$ and thus, using the Sobolev embedding theorem, that $\frac{\partial v_i}{\partial y_j} \in L^4(0, T; L^3(\Omega_F))$ with
\[
\left\| \frac{\partial v_i}{\partial y_j} \right\|_{L^4(0, T; L^3(\Omega_F))} \lesssim C \|v\|_\mathcal{D}.
\]
Hence, using the Hölder inequality and Lemma 6.1, we deduce
\[
\left\| \frac{1}{\det \nabla X} \sum_{j=1}^3 \frac{\partial v_i}{\partial y_j} \sum_{m=1}^3 \frac{\partial X_j}{\partial y_m} \right\|_{L^2(0,T;L^2(\Omega_F))} \lesssim T^{1/4} \left\| \frac{1}{\det \nabla X} \sum_{j=1}^3 \frac{\partial v_i}{\partial y_j} \sum_{m=1}^3 \frac{\partial X_j}{\partial y_m} \right\|_{L^4(0,T;L^2(\Omega_F))} \lesssim \sum_{j,m=1}^3 T^{1/4} \left\| \frac{\partial v_i}{\partial y_j} \right\|_{L^4(0,T;L^3(\Omega_F))} \left\| \frac{\partial X_j}{\partial y_m} \right\|_{L^\infty(0,T;L^6(\Omega_F))} \lesssim C(R) T^{1/4} \|v\|_\mathcal{D}^2.
\]
Applying Lemmata 6.1 and 6.3, it can be shown that
\[
\left\| \sum_{j=1}^3 E_{ij}[v](X) \sum_{m=1}^3 \frac{\partial X_j}{\partial y_m} \right\|_{L^2(0,T;L^2(\Omega_F))} \lesssim C(R) T^{1/2} \|v\|_\mathcal{D}^2.
\]
Hence, we have proved (iii).
Now, we estimate $\| [Gq] - \nabla q \|_{L^2(0,T;L^2(\Omega_F))}$ (see (42)). Some calculations give us the following inequalities

$$
(\det \nabla X) \frac{\partial}{\partial x_i} (\det \nabla Y) (X) q \bigg|_{L^2(0,T;L^2(\Omega_F))} = \| (\nabla X)^{-1}(\nabla^2 X)(\nabla X)^{-1} q \|_{L^2(0,T;L^2(\Omega_F))} \leq C(R) T^{1/2} \| q \|_{L^2(0,T;H^1(\Omega_F))}. 
$$

Finally, using Lemma 6.1 again

$$
\left\| \sum_{i=1}^{3} \frac{\partial q}{\partial y_i} \left( (\nabla X)^{-1} - \delta_{i,j} \right) \right\|_{L^2(0,T;L^2(\Omega_F))} \leq \| (\nabla X)^{-1} - \text{Id} \|_{L^\infty(0,T;L^\infty(\Omega_F))} \| q \|_{L^2(0,T;H^1(\Omega_F))} \leq C(R) T^{1/2} \| q \|_{L^2(0,T;H^1(\Omega_F))}. 
$$

Therefore,

$$
\| [Gq] - \nabla q \|_{L^2(0,T;L^2(\Omega_F))} \leq C(R) T^{1/2} \| q \|_{L^2(0,T;H^1(\Omega_F))}.
$$

Lastly, let us prove inequality (v) (see (50)). We estimate the first term, from Lemma 6.1 we deduce

$$
\| \sigma(v,q)((\nabla X)^{-1} - \text{Id}) \|_{L^2(0,T;H^1(\Omega_F))} \leq \| (\nabla X)^{-1} - \text{Id} \|_{L^\infty(0,T;L^\infty(\Omega_F))} \| \sigma(v,q) \|_{L^2(0,T;H^1(\Omega_F))} \leq C(R) T^{1/2} \left( \| v \|_{\mathcal{D}} + \| q \|_{L^2(0,T;H^1(\Omega_F))} \right).
$$

For the second term, from Lemma 6.2 and (91), we have:

$$
\| \sigma(W_i, \pi_i) \|_{L^2(0,T;H^1(\Omega_F))} \leq C(R) T^{1/2}.
$$

In a similar way to the estimates of the terms of $[L v]$ and thanks to Lemma 6.1 and (93), we deduce

$$
\| 2v(\mathbb{E}[v] + (\mathbb{E}[v])^T)(X) \text{Cof}(\nabla X) \|_{L^2(0,T;H^1(\Omega_F))} \leq C(R) T^{1/2} \| v \|_{\mathcal{D}}.
$$

Applying Lemma 6.2, using (74) and similar calculations as in the term above, we obtain

$$
\left\| 2v \sum_{i=1}^{N_0} \beta_i (\mathbb{E}[W_i] + (\mathbb{E}[W_i])^T)(X) \text{Cof}(\nabla X) \right\|_{L^2(0,T;H^1(\Omega_F))} \leq C(R) T^{1/2}.
$$

This completes the proof of Lemma 6.4.

We are now in position to prove Theorem 5.1.
Proof. We recall that

\[
F = -\sum_{i=1}^{N_0} \beta_i W_i - \sum_{i=1}^{N_0} \beta_i W_i’ - \sum_{i=1}^{N_0} [M(\beta_i W_i)] \\
+ \nu \sum_{i=1}^{N_0} [L(\beta_i W_i)] - \sum_{i=1}^{N_0} [G(\beta_i, \pi_i)] - \left[ N \left( \psi + \sum_{i=1}^{N_0} \beta_i W_i \right) \right] \\
- [M \varphi + \nu [L - \Delta] \varphi] + [(\nabla - G) \pi].
\]

First, we notice that

\[
\left\| \sum_{i=1}^{N_0} \beta_i W_i \right\|_{L^2(0,T;L^2(\Omega_F))} \leq \| \beta \|_{H^1(0,T)} \sum_{i=1}^{N_0} \| W_i \|_{L^\infty(0,T;L^2(\Omega_F))} \leq C(R) T^{1/2},
\]

according to (74) and (87). The second term of \( F \) is bounded in the same way:

\[
\left\| \sum_{i=1}^{N_0} \beta_i W_i’ \right\|_{L^2(0,T;L^2(\Omega_F))} \leq \| \beta \|_{L^\infty(0,T)} \sum_{i=1}^{N_0} \| W_i \|_{H^1(0,T;L^2(\Omega_F))} \leq C(R) T^{1/2}.
\]

Thanks to Lemma 6.4 (i), (74) and (87), we have

\[
\left\| \sum_{i=1}^{N_0} [M(\beta_i W_i)] \right\|_{L^2(0,T;L^2(\Omega_F))} \leq C(R) T^{1/2} \left\| \sum_{i=1}^{N_0} \beta_i W_i \right\|_D \\
\leq C(R) T^{1/2} \| \beta \|_{H^1(0,T)} \sum_{i=1}^{N_0} \| W_i \|_{H^1(0,T;L^2(\Omega_F))} \\
\leq C(R) T.
\]

According to Lemma 6.4 (ii) and (iv), (74) and (87), we have

\[
\left\| \nu \sum_{i=1}^{N_0} \left[ \sum_{i=1}^{N_0} \beta_i W_i’ \right] - \sum_{i=1}^{N_0} \sum_{i=1}^{N_0} [G(\beta_i, \pi_i)] \right\|_{L^2(0,T;L^2(\Omega_F))} \\
\leq \left\| \nu \sum_{i=1}^{N_0} \left[ \sum_{i=1}^{N_0} \beta_i W_i’ \right] - \beta_i \Delta W_i \right\|_{L^2(0,T;L^2(\Omega_F))} \\
+ \left\| \sum_{i=1}^{N_0} (\nabla(\beta_i, \pi_i) - [G(\beta_i, \pi_i)]) \right\|_{L^2(0,T;L^2(\Omega_F))} \\
\leq C(R) T^{1/2} \left\| \sum_{i=1}^{N_0} \beta_i W_i \right\|_D + C(R) T^{1/2} \left\| \sum_{i=1}^{N_0} \beta_i \pi_i \right\|_{L^2(0,T;H^1(\Omega_F))} \leq C(R) T.
\]
Using Lemma 6.4 (iii), (74) and (87)

\[
\left\| N \left( w + \sum_{i=1}^{N_0} \beta_i W_i \right) \right\|_{L^2(0,T;L^2(\Omega_F))} \\
\leq C(R) T^{1/4} \left\| w + \sum_{i=1}^{N_0} \beta_i W_i \right\|_{\mathcal{D}} \\
\leq C(R) T^{1/4} \left( \| w \|_{\mathcal{D}}^2 + \| \beta \|_{\mathcal{D}^1(0,T)}^2 \right) \sum_{i=1}^{N_0} \| W_i \|_{H^1(0,T;H^2(\Omega_F))}^2 \\
\leq C(R) T^{1/4}.
\]

Moreover, using again Lemma 6.4 (i), (ii) and (iv), we have

\[
\| -[M w] + \nu[(L - \Delta) w] + [\nabla (G)\pi] \|_{L^2(0,T;L^2(\Omega_F))} \\
\leq C(R) T^{1/2} \left( \| w \|_{\mathcal{D}} + \| \pi \|_{L^2(0,T;H^1(\Omega_F))} \right) \\
\leq C(R) T^{1/2}.
\]

All these inequalities imply that

\[
\| F \|_{L^2(0,T;L^2(\Omega_F))} \leq C(R) T^{1/4}. \tag{95}
\]

On the other hand, \( f \) is defined by (52). First, note that by (19), Lemma 2.5 and (86) we have

\[
\left\| \hat{\xi}_i - \xi_i \right\|_{L^\infty(0,T;H^1(\Omega_S))} \leq C(R) T^{1/2}.
\]

Thereby, we deduce

\[
\left\| \sum_{j=1}^{N_0} \beta_j' \int_{\Omega_S} (\hat{\xi}_j - \xi_j) \cdot \xi_i \ dy \right\|_{L^2(0,T)} \leq C(R) T^{1/2} \| \beta' \|_{L^2(0,T)} \leq C(R) T^{1/2},
\]

\[
\left\| \sum_{j=1}^{N_0} \beta_j' \int_{\Omega_S} \hat{\xi}_j \cdot (\hat{\xi}_j - \xi_j) \ dy \right\|_{L^2(0,T)} \leq C(R) T^{1/2} \| \beta' \|_{L^2(0,T)} \leq C(R) T^{1/2},
\]

and

\[
\left\| \int_{\partial\Omega_S} \sigma(w,\pi)n_y \cdot (\hat{\xi}_i - \xi_i) \ dy \right\|_{L^2(0,T)} \leq C(R) T^{1/2} \| \sigma(w,\pi) \|_{L^2(0,T;H^1(\Omega_F))} \leq C(R) T^{1/2}.
\]

For the second term, we have

\[
\left\| \sum_{j=1}^{N_0} \beta_j \int_{\Omega_S} \frac{\partial}{\partial t} (\hat{\xi}_j) \cdot \tilde{\xi}_i \ dy \right\|_{L^2(0,T)} \leq C(R) \| \beta \|_{L^2(0,T)} \leq C(R) T^{1/2}.
\]
On the other hand, using (19) and (86)

\[ 2\mu \left\| \int_{\Omega_S} \mathbf{e}(\xi) : \mathbf{e}(\xi) \, dy \right\|_{L^2(0,T)} + \lambda \left\| \int_{\Omega_S} \nabla(\mathbf{e}(\xi)) \, dy \right\|_{L^2(0,T)} \leq C(R)(1 + T^{1/2})\| \mathbf{a} \|_{L^2(0,T)} \leq C(R)T^{3/2}. \]

Finally, using Lemma 6.4 (v)

\[ \left\| \int_{\Omega_S} \mathbf{G}_0[\mathbf{w}, \pi] \cdot \mathbf{\tilde{e}}_i \, dy \right\|_{L^2(0,T)} \leq C(R)T^{1/2}, \]

and thus

\[ \| f \|_{[L^2(0,T)]^N_0} \leq C(R)T^{1/2}. \]

The proof of Theorem 5.1 concludes by combining the above equation and (95).

7. Estimates on the differences of the operators

This section is devoted to the proof of Theorem 5.2; more precisely, we estimate the differences \( F^{(1)} - F^{(2)} \) and \( f^{(1)} - f^{(2)} \). Throughout this section, for \( k \in \{1, 2\} \) we fix \( \mathbf{w}^{(k)}, \pi^{(k)}, \mathbf{\tilde{e}}^{(k)} \) with

\[ \left\| \mathbf{w}^{(k)} \right\|_{L^2(0,T)} + \left\| \nabla \pi^{(k)} \right\|_{L^2(0,T;L^2(\Omega_F))} + \left\| \mathbf{\tilde{e}}^{(k)} \right\|_{[H^1(0,T)]^N_0} \leq R, \quad (96) \]

where \( R \) is a fixed positive constant (see Section 5). Here \( f^{(k)} \) and \( F^{(k)} \) are defined by (52) and (57). More precisely, we assume (66) and by using these families of functions we can define \( \alpha^{(k)}_i \), \( \xi^{(k)} \), \( \mathbf{\tilde{e}}^{(k)} \), \( \mathbf{X}^{(k)} \), \( \mathbf{\tilde{q}}^{(k)} \), \( \mathbf{W}^{(k)} \), \( \pi^{(k)} \) by the formulas (5), (19), (23), (44), and (45) as in the beginning of Section 5.

In the estimates below, the constants \( C(R) \) at stake may depend on \( R \), the geometry, \( \nu, N_0, \{\xi_i\}_{i=0}^{N_0}, \) and on \( T \). If they depend on \( T \), it is in a nondecreasing way. Similarly the constants \( C \) at stake are independent on \( R \) but may depend on the geometry, \( \nu, N_0, \{\xi_i\}_{i=0}^{N_0}, \) and on \( T \). If they depend on \( T \), it is in a nondecreasing way.

We recall that from the above assumptions and from Lemma 2.4, for \( n \in \{1, 2\}, \mathbf{X}^{(k)} \in H^2(0, T; H^1(\Omega)), \mathbf{Y}^{(k)} \in L^\infty(0, T; H^3(\Omega)) \cap W^{1,\infty}(0, T; H^2(\Omega)) \cap H^2(0, T; H^1(\Omega)) \) and \( \left( \nabla \mathbf{X}^{(k)} \right)^{-1} \in H^2(0, T; H^1(\Omega)). \)

We first estimate the differences of the functions \( \mathbf{X} \) and \( \mathbf{Y} \):

**Lemma 7.1** Assume \( \{a^{(n)}_i\}_{i=1}^{N_0}, \ (n \in \{1, 2\}) \) satisfy the above conditions. Then we have the
following estimates
\[
\| X^{(1)} - X^{(2)} \|_{W^{1,\infty}(0,T;H^4(\Omega))} + \| Y^{(1)} - Y^{(2)} \|_{L^{\infty}(0,T;H^3(\Omega))} \\
+ \left\| \frac{\partial}{\partial t} \left( Y^{(1)} - Y^{(2)} \right) \right\|_{L^{\infty}(0,T;H^2(\Omega))} + \left\| \frac{\partial^2}{\partial t^2} \left( Y^{(1)} - Y^{(2)} \right) \right\|_{L^2(0,T;H^1(\Omega))}
\leq C(R)T^{1/2} \| \beta^{(1)} - \beta^{(2)} \|_{[H^1(0,T)]^N}. \tag{97}
\]

**Proof.** The proof is quite similar to the proof of Lemma 6.1 so we only precise the main changes. First using that the mapping \( \phi \) in Lemma 2.1 is of class \( C^1 \), there exists a positive constant \( C \) such that
\[
\| \alpha^{(1)}_0 - \alpha^{(2)}_0 \|_{H^2(0,T)} \leq C \left\| \alpha^{(1)} - \alpha^{(2)} \right\|_{[H^2(0,T)]^N}.
\]
Consequently, since \( \alpha^{(1)}(0) = \alpha^{(2)}(0) \)
\[
\| E \left( \hat{\xi}^{(1)} \right) - E \left( \hat{\xi}^{(2)} \right) \|_{L^{\infty}(0,T;L^\infty(\Omega))} \leq C \left\| \alpha^{(1)} - \alpha^{(2)} \right\|_{[L^\infty(0,T)]^N} \leq C T^{1/2} \left\| \beta^{(1)} - \beta^{(2)} \right\|_{[H^1(0,T)]^N}.
\]
Therefore, by writing
\[
Y^{(n)}(x) = -E \left( \hat{\xi}^{(n)} \right) \left( Y^{(n)}(x) \right) + x,
\]
for \( n = 1, 2 \), we can estimate \( Y^{(1)} - Y^{(2)} \):
\[
\| Y^{(1)} - Y^{(2)} \|_{L^{\infty}(0,T;L^\infty(\Omega))} \leq \frac{\| E \left( \hat{\xi}^{(1)} \right) - E \left( \hat{\xi}^{(2)} \right) \|_{L^{\infty}(0,T;L^\infty(\Omega))}}{1 - \| E \left( \hat{\xi}^{(2)} \right) \|_{L^{\infty}(0,T;W^{-1,\infty}(\Omega))}} \leq \frac{C T \left\| \beta^{(1)} - \beta^{(2)} \right\|_{[H^1(0,T)]^N}}{1 - \| E \left( \hat{\xi}^{(2)} \right) \|_{L^{\infty}(0,T;W^{-1,\infty}(\Omega))}}.
\]
The other estimates on \( Y \) are proved by using the above estimate. \( \square \)

Finally, using the above lemma, we can prove the following results. Since their proofs are similar to the proofs of Lemma 6.1 and Lemma 6.4 (see also [16]), we skip them.

**Lemma 7.2** With the above assumptions, we have the following regularity results: there exist a positive constant \( C(R) \) such that
\[
\| \text{Cof} \left( \nabla X^{(1)} \right) - \text{Cof} \left( \nabla X^{(2)} \right) \|_{W^{1,\infty}(0,T;H^2(\Omega))} \leq C(R)T^{1/2} \| \beta^{(1)} - \beta^{(2)} \|_{[H^1(0,T)]^N}.
\]
and for all $1 \leq i \leq N_0$ we have
\[
\left\| \xi^{(1)}_i - \xi^{(2)}_i \right\|_{\mathcal{W}^{1,\infty}(0,T; H^1(\Omega_F))} \leq C(R)T^{1/2} \left\| \beta^{(1)} - \beta^{(2)} \right\|_{[\mathcal{H}^1(0,T)]^{N_0}},
\]
and
\[
\left\| \tilde{\xi}^{(1)}_i - \tilde{\xi}^{(2)}_i \right\|_{\mathcal{W}^{1,\infty}(0,T; H^2(\Omega_S))} \leq C(R)T^{1/2} \left\| \beta^{(1)} - \beta^{(2)} \right\|_{[\mathcal{H}^1(0,T)]^{N_0}}.
\]

**Lemma 7.3** Suppose that $v \in \mathcal{D}$ and $q \in L^2(0, T; H^1(\Omega_F))$. Then there exists a positive constant $C(R)$ such that

\[
\begin{align*}
(1) & \quad \left\| [M^{(1)}v] - [M^{(2)}v] \right\|_{L^2(0,T; L^2(\Omega_F))} \leq C(R)T^{1/2} \left\| v \right\|_{\mathcal{D}} \left\| \beta^{(1)} - \beta^{(2)} \right\|_{[\mathcal{H}^1(0,T)]^{N_0}}, \\
(2) & \quad v([L^{(1)}v] - [L^{(2)}v]) \left\|_{L^2(0,T; L^2(\Omega_F))} \leq C(R)T^{1/2} \left\| v \right\|_{\mathcal{D}} \left\| \beta^{(1)} - \beta^{(2)} \right\|_{[\mathcal{H}^1(0,T)]^{N_0}}, \\
(3) & \quad \left\| [G^{(1)}q] - [G^{(2)}q] \right\|_{L^2(0,T; L^2(\Omega_F))} \\
& \quad \leq C(R)T^{1/2} \left\| q \right\|_{L^2(0,T; H^1(\Omega_F))} \left\| \beta^{(1)} - \beta^{(2)} \right\|_{[\mathcal{H}^1(0,T)]^{N_0}}, \\
(4) & \quad \left\| G_0^{(1)}[v,q] - G_0^{(2)}[v,q] \right\|_{L^2(0,T; H^1(\Omega_F))} \\
& \quad \leq C(R)T^{1/2} \left( \left\| v \right\|_{\mathcal{D}} + \left\| q \right\|_{L^2(0,T; H^1(\Omega_F))} + \left\| \beta^{(1)} - \beta^{(2)} \right\|_{[\mathcal{H}^1(0,T)]^{N_0}} \right).
\end{align*}
\]

We also have the following consequence of Lemma 7.1:

**Lemma 7.4** Suppose $v^{(1)}, v^{(2)} \in \mathcal{D}$. Then there exists a positive constant $C(R)$ such that
\[
\left\| [N^{(1)}v^{(1)}] - [N^{(2)}v^{(2)}] \right\|_{L^2(0,T; L^2(\Omega_F))} \leq C(R)T^{1/4} \left( \left\| v^{(1)} \right\|_{\mathcal{D}} + \left\| v^{(2)} \right\|_{\mathcal{D}} \right).
\]

Now we will prove Theorem 5.2.

**Proof.** Let \((w^{(1)}, \pi^{(1)}, \beta^{(1)}), (w^{(2)}, \pi^{(2)}, \beta^{(2)})\) satisfying (96). For $k = 1, 2$, we define $F^{(k)}$ and $f^{(k)}$ by (57) and (52) respectively. Then, we have:
\[
F^{(1)} - F^{(2)} = -\sum_{i=1}^{N_0} (\beta_i^{(1)} - \beta_i^{(2)}) (W_i^{(1)} - W_i^{(2)}) \\
- \sum_{i=1}^{N_0} (\beta_i^{(1)} - \beta_i^{(2)}) (W_i^{(1)'}) - \sum_{i=1}^{N_0} (\beta_i^{(1)} - \beta_i^{(2)}) (W_i^{(2)}) \\
- \sum_{i=1}^{N_0} (\beta_i^{(1)} - \beta_i^{(2)}) (W_i^{(1)'}) - \sum_{i=1}^{N_0} \left[ [M^{(1)}(\beta^{(1)}_i W^{(1)}_i(1))] - [M^{(2)}(\beta^{(1)}_i W^{(1)}_i(1))] \right] \\
- \sum_{i=1}^{N_0} [M^{(2)}(\beta^{(2)}_i W^{(2)}_i) - \beta^{(2)}_i W^{(2)}_i] - \sum_{i=1}^{N_0} \left[ [L^{(1)}(\beta^{(1)}_i W^{(1)}_i(1))] - [L^{(2)}(\beta^{(1)}_i W^{(1)}_i(1))] \right].
\]
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