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Abstract. We prove that every Sobolev function defined on a metric space coincides with a Hölder continuous function outside a set of small Hausdorff content or capacity. Moreover, the Hölder continuous function can be chosen so that it approximates the given function in the Sobolev norm. This is a generalization of a result of Malý [Ma1] to the Sobolev spaces on metric spaces [H1].

1. Introduction.

The classical Luzin theorem asserts that every measurable function is continuous if it is restricted to the complement of a set of arbitrary small measure. If the function is more regular, then it is natural to expect that Luzin's theorem can be refined. One important class of functions are the Sobolev functions. It is known that every Sobolev function, after a redefinition on a set of measure zero, is continuous when restricted to the complement of a set of arbitrary small capacity. This is a capacitary version of Luzin's theorem. On the other hand, if we restrict the function to the complement of a slightly larger set, we obtain more regularity, see [BH], [CZ], [Li], [MZ] and [Z]. We are interested in the Hölder continuity of the restriction. Indeed, a Sobolev function coincides with a Hölder continuous function on the complement of a set of arbitrary small capacity. Moreover, the Hölder continuous function can be chosen so that it belongs to the Sobolev space and it approxi-
mates the given function in the Sobolev norm. This phenomenon was first observed by Malý [Ma1] in the Euclidean case. Malý’s result plays a crucial role in the refined versions of the change of variable formula for the Sobolev functions, see [Ma2] and [MM].

It is possible to define the first order Sobolev space and to develop a capacity theory on an arbitrary metric space which is equipped with a doubling measure, see [H1] and [KM]. Hence all notions in refined Luzin’s and Malý’s theorems make sense also in the metric context. Indeed, the capacitary version of Luzin’s theorem holds, see [KM]. The purpose of this paper is to generalize Malý’s result to metric spaces. As a by-product we obtain a new proof for the Euclidean case. Malý’s argument is based on the representation of the Sobolev functions by the Bessel potentials and it does not generalize to the metric setting. Our approach is based on pointwise estimates for the Sobolev functions. In fact, we obtain slightly better estimates for the exponent of the Hölder continuity and the size of the exceptional set than Malý.

The fundamental fact in our proof is that the oscillation of a Sobolev function is controlled pointwise by the fractional maximal function of the derivative, see [H2], [HM, Lemma 4]. If the fractional maximal function is bounded, then the function is Hölder continuous. This is Morrey’s lemma. A generalization of Morrey’s lemma to metric spaces has been studied in [MS1]. Their main result follows from our pointwise estimates.

If the fractional maximal function is not bounded, the function is Hölder continuous when restricted to the set where the maximal function is small. The classical weak type inequalities give estimates for the Hausdorff content and for the capacity of the exceptional set. As a consequence, we obtain that, after a redefinition on a set of measure zero, a Sobolev function coincides with a Hölder continuous function outside a very small set. The obtained function can be easily extended to the Hölder continuous function on the whole space. The main problem is to construct the extension so that it belongs to the Sobolev space and approximates the given function in the Sobolev norm. Instead of using the McShane extension [Mc] we use a Whitney type extension. However, in our case it should be rather called Whitney smoothing, since instead of extending the function we smooth it in the bad set. The method of our paper can be generalized to higher order derivatives in the Euclidean case, see [BHS].

One of the most important applications of Sobolev spaces on metric spaces are the Sobolev spaces associated to the vector fields. If \( V = \)
$\{X_1, X_2, \ldots, X_k\}$ is a family of vector fields satisfying Hörmander’s condition on $\mathbb{R}^n$, and $W^{1,p}_V$ is the closure of $C^\infty(\mathbb{R}^n)$ in the norm

$$\|f\|_{W^{1,p}_V} = \left( \|f\|_{L^p}^p + \|Xf\|_{L^p}^p \right)^{1/p},$$

where

$$|Xf| = \left( \sum_{i=1}^k |X_if|^2 \right)^{1/2},$$

then $W^{1,p}_V$ is equivalent to the Sobolev space on metric space $\mathbb{R}^n$ with the Carnot–Carathéodory metric and the Lebesgue measure. This can be deduced from the Poincaré inequality of Jerison, see [CDG], [J], [FLW2], the fact that the Lipschitz functions with respect to the Carnot–Carathéodory metric belong to $W^{1,p}_V$, see [FSS], [GN2], and an approximation argument similar to that we use in the proof of our main result. For related results, see [FHK], [FLW1], [GN1], [HK2] and [Vo].

In this paper we work in general metric spaces and no knowledge in the theory of vector fields satisfying Hörmander’s condition is required. For other papers related to the Sobolev spaces on metric spaces, see [HeK], [HM], [K], [KM], [KMc] and [Se].

The outline of our paper is the following. Section 2 contains some results on the maximal functions and measure theory. In Section 3 we recall the definitions of the Sobolev spaces and the capacity on metric spaces. We also give two characterizations of Sobolev spaces. The first characterization is in terms of Poincaré inequalities and the second is a generalization of a result of Calderón [C]. Section 4 is devoted to study the set of Lebesgue’s points of a Sobolev function. The main result (Theorem 5.3) is presented in Section 5.

Our notation is fairly standard. By $B(x, r)$ we denote an open ball with the center $x$ and the radius $r$. The symbol $\chi_E$ stands for the characteristic function of the set $E$. The average value of $f$ over the ball $B(x, r)$ is denoted by

$$f_{B(x,r)} = \frac{1}{\mu(B(x,r))} \int_{B(x,r)} f \, d\mu.$$  

Various positive constants are denoted by $c$; they may change even on the same line. The dependence on the parameters is expressed, for example, by $c = c(n,p)$. We say that two quantities are comparable, and denote $A \approx B$, if there is a constant $c \geq 1$ such that $A/c \leq B \leq cA$. 

2. Measure theory.

In this section we collect some basic results concerning measure theory and the maximal functions. With minor changes all the results of this section are standard, see [Ch], [CW], [St].

Throughout the paper $(X, d)$ is a metric space and $\mu$ a non-negative Borel regular outer measure on $X$ which is finite on bounded sets. We also assume that $\mu$ is doubling in the sense that

$$\mu(B(x, 2r)) \leq C_d \mu(B(x, r)),$$

whenever $x \in X$ and $r > 0$. The constant $C_d$ is called the doubling constant.

The first result states that the doubling condition gives a lower bound for the growth of the measure of a ball.

**Proposition 2.1.** Suppose that $\mu$ is a doubling measure on $(X, d)$. If $Y \subset X$ is a bounded set, then

$$\mu(B(x, r)) \geq (2 \diam Y)^{-n} \mu(Y) r^n,$$

for $n = \log_2 C_d$, $x \in Y$ and $0 < r \leq \diam Y$. Here $C_d$ is the doubling constant of $\mu$.

In this paper we keep the triple $(X, d, \mu)$ fixed and $n$ always refers to the exponent in (2.2).

Let $0 \leq \alpha < \infty$ and $R > 0$. The fractional maximal function of a locally integrable function $f$ is defined by

$$\mathcal{M}_{\alpha, R} f(x) = \sup_{0 < r < R} r^\alpha \int_{B(x, r)} |f| \, d\mu,$$

If $Y \subset X$, then we denote $\mathcal{M}_{\alpha, Y} = \mathcal{M}_{\alpha, \diam Y}$. For $R = \infty$, we write $\mathcal{M}_{\alpha, \infty} = \mathcal{M}_\alpha$. If $\alpha = 0$, we obtain the Hardy-Littlewood maximal function and we write $\mathcal{M}_0 = \mathcal{M}$. By the Hardy-Littlewood maximal theorem $\mathcal{M}$ is bounded in $L^p$ provided $1 < p \leq \infty$. For $p = 1$ we have a weak type inequality.

**Proposition 2.3.** Under the above assumptions

$$\mu(\{x \in X : \mathcal{M} f(x) > \lambda\}) \leq \frac{c}{\lambda} \|f\|_{L^1(X)}, \quad \lambda > 0,$$
It is easy to verify that the set
\[ E_\lambda = \{ x \in X : \mathcal{M}_\alpha f(x) > \lambda \}, \quad \lambda > 0, \]
is open. Next we would like to get some estimates for the size of the set \( E_\lambda \). To this end, recall that the Hausdorff \( s \)-content of \( E \subset X \) is defined by
\[
\mathcal{H}^s_\infty(E) = \inf \left\{ \sum_{i=1}^{\infty} r_i^s : E \subset \bigcup_{i=1}^{\infty} B(x_i, r_i) \right\}.
\]
It is easy to see that \( \mathcal{H}^s_\infty(E) = 0 \) if and only if \( \mathcal{H}^s(E) = 0 \), where \( \mathcal{H}^s \) denotes the Hausdorff \( s \)-measure.

By the standard Vitali covering argument [CW, p. 69] we obtain the following weak type inequality for the fractional maximal function, see [BZ, Lemma 3.2], [St, Theorem 3.3].

**Lemma 2.6.** Suppose that \( f \in L^1(X) \) and let \( Y \subset X \) be a bounded set with \( \mu(Y) > 0 \). Let \( n \) be as in (2.2) and \( 0 \leq \alpha < n \). Then
\[
\mathcal{H}^{n-\alpha}_\infty \left( \{ x \in Y : \mathcal{M}_{\alpha,Y} f(x) > \lambda \} \right) \leq \frac{c}{\lambda} \int_X |f| \, d\mu, \quad \lambda > 0,
\]
with \( c = 5^{n-\alpha} (2 \text{ diam } Y)^n \mu(Y)^{-1} \).

### 3. Sobolev space and capacity.

Let \( u : X \rightarrow [-\infty, \infty] \) be \( \mu \)-measurable. We denote by \( D(u) \) the set of all \( \mu \)-measurable functions \( g : X \rightarrow [0, \infty] \) such that
\[
|u(x) - u(y)| \leq d(x,y) (g(x) + g(y)),
\]
almost everywhere. By saying that inequality (3.1) holds almost everywhere we mean that there exists \( N \subset X \) with \( \mu(N) = 0 \) such that (3.1) holds for every \( x, y \in X \setminus N \).
A function \( u \in L^p(X) \) belongs to the Sobolev space \( W^{1,p}(X) \), \( 1 < p \leq \infty \), if \( D(u) \cap L^p(X) \neq \emptyset \). The space \( W^{1,p}(X) \) is endowed with the norm

\[
\|u\|_{W^{1,p}(X)} = \left( \|u\|_{L^p(X)}^p + \|u\|_{L^{1,p}(X)}^p \right)^{1/p},
\]

where

\[
\|u\|_{L^{1,p}(X)} = \inf_{g \in D(u)} \|g\|_{L^p(X)}.
\]

With this norm \( W^{1,p}(X) \) is a Banach space.

If \( X = \Omega \subset \mathbb{R}^n \) is an open bounded domain with a Lipschitz boundary, \( d \) is the Euclidean metric and \( \mu \) is the Lebesgue measure, then the above definition is equivalent to the standard definition of the Sobolev space \( W^{1,p}(\Omega) \). Moreover, \( \|u\|_{L^{1,p}} \approx \|\nabla u\|_{L^p} \), see [H1]. This explains our notation: \( D(u) \) corresponds to the set of the “generalized” gradients of \( u \).

The above definition of the Sobolev space on a metric space is due to the first author [H1]. If \( p = 1 \), then the above metric definition is no longer equivalent to the standard definition, see [H2]. For that reason we exclude \( p = 1 \).

We present two characterizations of the Sobolev space on a metric space, see [FHK], [FLW1], [HK2], [KMc] for related results. To this end, we need yet another maximal function.

Let \( 0 < \beta < \infty \) and \( R > 0 \). The fractional sharp maximal function of a locally integrable function \( f \) is defined by

\[
f^{\#}_{\beta,R}(x) = \sup_{0 < r < R} r^{-\beta} \int_{B(x,r)} |f - f_{B(x,r)}| d\mu,
\]

If \( R = \infty \) we simply write \( f^{\#}_\beta(x) \).

**Theorem 3.4.** Let \( 1 < p \leq \infty \). Then the following three conditions are equivalent.

1) \( u \in W^{1,p}(X) \).

2) \( u \in L^p(X) \) and there is \( g \in L^p(X) \), \( g \geq 0 \), such that the Poincaré inequality

\[
\int_{B(x,r)} |u - u_{B(x,r)}| \, d\mu \leq cr \int_{B(x,r)} g \, d\mu,
\]

(3.5)
holds for every $x \in X$ and $r > 0$.

3) $u \in L^p(X)$ and $u_1^\# \in L^p(X)$.

Moreover, we obtain

$$
\|u\|_{L^{1+p}(X)} \approx \inf \{ \|g\|_{L^p(X)} : g \text{ satisfies (3.5)} \} \approx \|u_1^\#\|_{L^p(X)}.
$$

Remark. The equivalence of 1) and 2) has been proved in [FLW1] and in the classical Euclidean case the equivalence of 1) and 3) can be found in [C].

Proof. The implication 1) implies 2) follows by integrating (3.1) twice over the ball.

We prove 2) implies 3). The Poincaré inequality (3.5) implies that

$$
r^{-1} \int_{B(x,r)} |u - u_{B(x,r)}| \, d\mu \leq c \int_{B(x,r)} g \, d\mu.
$$

Hence

$$
u_1^\#(x) \leq c \mathcal{M} g(x),
$$

for every $x \in X$ and the claim follows from the Hardy-Littlewood maximal theorem (Proposition 2.3).

3) implies 1). We need the following lemma which, in the Euclidean case with the Lebesgue measure, has been proved in [DS, Theorem 2.7].

Lemma 3.6. Suppose that $f : X \rightarrow [-\infty, \infty]$ is locally integrable and let $0 < \beta < \infty$. Then there is a constant $c = c(\beta, C_d)$ such that

$$
|f(x) - f(y)| \leq c \, d(x,y)^\beta \left( f_{\beta,A}(x,y)(x) + f_{\beta,A}(x,y)(y) \right),
$$

for almost every $x, y \in X$.

Proof. Let $N$ be the complement of the set of Lebesgue points of $f$ in $X$. Fix $x \in X \setminus N$, $0 < r < \infty$ and denote $B_i = B(x, 2^{-i}r)$,
\( i = 0, 1, \ldots \) By Lebesgue's theorem \( \mu(N) = 0 \), see [CW]. Then
\[
|f(x) - f_{B(x,r)}| \leq \sum_{i=0}^{\infty} |f_{B_{i+1}} - f_{B_i}|
\leq \sum_{i=0}^{\infty} \frac{\mu(B_i)}{\mu(B_{i+1})} \int_{B_i} |f - f_{B_i}| \, d\mu
\leq c \sum_{i=0}^{\infty} (2^{-i}r)^\beta (2^{-i}r)^{-\beta} \int_{B_i} |f - f_{B_i}| \, d\mu
\leq cr^\beta f_{\beta,r}(x).
\] (3.8)

Let \( y \in B(x,r) \setminus N \). Then \( B(x,r) \subset B(y,2r) \) and we obtain
\[
|f(y) - f_{B(x,r)}| \leq |f(y) - f_{B(y,2r)}| + |f_{B(y,2r)} - f_{B(x,r)}|
\leq cr^\beta f_{\beta,2r}^\#(y) + \int_{B(x,r)} |f - f_{B(y,2r)}| \, d\mu
\leq cr^\beta f_{\beta,2r}^\#(y) + c \int_{B(y,2r)} |f - f_{B(y,2r)}| \, d\mu
\leq cr^\beta f_{\beta,2r}^\#(y).
\] (3.9)

Let \( x, y \in X \setminus N \), \( x \neq y \) and \( r = 2 d(x,y) \). Then \( x, y \in B(x,r) \) and hence (3.8) and (3.9) imply that
\[
|f(x) - f(y)| \leq |f(x) - f_{B(x,r)}| + |f(y) - f_{B(x,r)}|
\leq c d(x,y)^\beta \left( f_{\beta,Ad(x,y)}^\#(x) + f_{\beta,Ad(x,y)}^\#(y) \right).
\]

This completes the proof.

Now the last implication in Theorem 3.4 follows immediately from Lemma 3.6 and the definition of the Sobolev space. Moreover, the equivalence of the norms follows from the proof. This completes the proof of Theorem 3.4.

Now we state some useful inequalities for the future reference.

**Corollary 3.10.** Let \( u \in W^{1,p}(X) \), \( g \in D(u) \cap L^p(X) \) and \( 0 \leq \alpha < 1 \). Then
\[
\tag{3.11}
u_{1-\alpha,R}^\#(x) \leq c \mathcal{M}_{\alpha,R} g(x),
\]
for every $R > 0$ and $x \in X$. Moreover, we have

\begin{equation}
|u(x) - u(y)| \leq c d(x,y)^{1-\alpha} \left( \mathcal{M}_{\alpha,4d(x,y)} g(x) + \mathcal{M}_{\alpha,4d(x,y)} g(y) \right),
\end{equation}

for almost every $x, y \in X$.

**Proof.** The first assertion follows from the Poincaré inequality, since

\[
-r^{\alpha-1} \int_{B(x,r)} |u - u_{B(x,r)}| \, d\mu \leq c r^{\alpha} \int_{B(x,r)} g \, d\mu,
\]

for every $x \in X$ and $0 < r < R$. Inequality (3.11) and Lemma 3.6 imply (3.12).

There is a natural capacity in the Sobolev space $W^{1,p}(X)$. The norm (3.2) enables us to define the Sobolev $p$-capacity of an arbitrary set $E \subset X$ by

\begin{equation}
C_p(E) = \inf_{u \in \mathcal{A}(E)} \|u\|^p_{W^{1,p}(X)},
\end{equation}

where the infimum is taken over all admissible functions

\[\mathcal{A}(E) = \{ u \in W^{1,p}(X) : u \geq 1 \text{ on an open neighbourhood of } E \}.\]

This capacity is a monotone and a countably subadditive set function. The rudiments of the capacity theory on metric spaces were developed by the second author with O. Martio in [KM]. By [KM, Theorem 4.6] there is a constant $c = c(p, C_d)$ such that

\begin{equation}
C_p(B(x,r)) \leq cr^{-p}\mu(B(x,r)), \quad 0 < r \leq 1.
\end{equation}

Using the same standard covering argument as in the proof of Lemma 2.6 together with (3.14) and the assumption that the measure is doubling we obtain the following capacitary version of Lemma 2.6.

**Lemma 3.15.** Suppose that $f \in L^1(X)$ and let $1 < \alpha < \infty$. Then there is $c = c(C_d, \alpha)$ such that

\begin{equation}
C_\alpha \left( \{ x \in X : \mathcal{M}_{\alpha,1} f(x) > \lambda \} \right) \leq \frac{c}{\lambda} \|f\|_{L^1(X)}, \quad \lambda > 0.
\end{equation}
4. Lebesgue points.

A Sobolev function $u \in W^{1,p}(X)$ is defined only up to a set of measure zero, but we define $u$ everywhere in $X$ by

$$
\bar{u}(x) = \limsup_{r \to 0} \int_{B(x,r)} u \, d\mu.
$$

By Lebesgue’s theorem not only the limit superior but the limit exists and equals to $u$ almost everywhere. Hence $\bar{u}$ coincides with $u$ almost everywhere and gives the same element in $W^{1,p}(X)$. We identify $u$ with $\bar{u}$ and omit the tilde in notation.

We recall that $x \in X$ is Lebesgue’s point for $u$ if

$$
\int_{B(x,r)} |u(y) - u(x)| \, d\mu(y) \to 0
$$
as $r \to 0$. Lebesgue’s theorem states that almost all points of a $L^{1}_{\text{loc}}(X)$ function are Lebesgue points, see [CW]. If a function belongs to the classical Sobolev space, then we can improve the result and prove that the complement of the set of the Lebesgue points has has small Hausdorff dimension, see [FZ], [Z], [EG]. We generalize this result to the Sobolev spaces on metric spaces.

By (3.8) we have for $\beta > 0$

$$
\int_{B(x,r)} |u(y) - u(x)| \, d\mu(y)
\leq \int_{B(x,r)} |u(y) - u_{B(x,r)}| \, d\mu(y) + |u_{B(x,r)} - u(x)|
\leq c r^\beta u_{1,1}^\#(x).
$$

Letting $r \to 0$ we see that $x$ is Lebesgue’s point for $u$ provided $u_{1,1}^\#(x) < \infty$.

We want to estimate the size of the set of the Lebesgue points of $u \in W^{1,p}(X)$. We begin with studying the case $p > n$, where $n$ is the exponent in (2.2).

**Proposition 4.3.** Suppose that $u \in W^{1,p}(X)$ with $n < p < \infty$. Then $u$ is Hölder continuous on every bounded set in $X$. In particular, every point is a Lebesgue point of $u$. 

Proof. Let \( g \in D(u) \cap L^p(X) \). It follows from the Hölder inequality and (2.2) that \( \mathcal{M}_{n/p}g \) is bounded in every ball. Hence (3.12) implies that \( u \) is Hölder continuous with the exponent \( 1 - n/p \) in every ball.

Then we consider the more interesting case \( 1 < p \leq n \).

**Theorem 4.4.** Suppose that \( u \in W^{1,p}(X) \), \( g \in D(u) \cap L^p(X) \) and \( 1 < p \leq n \). Let \( 0 \leq \alpha < 1 \). Then every point for which \( \mathcal{M}_{\alpha,1}g(x) < \infty \) is Lebesgue’s point for \( u \). Moreover, the Hausdorff dimension of the complement of the set of the Lebesgue points of \( u \) is less than or equal to \( n - p \).

Proof. Inequalities (4.2) and (3.11) imply that

\[
\int_{B(x,r)} |u(y) - u(x)| \, d\mu(y) \leq cr^{1-\alpha}u_{1-\alpha,1}^\#(x) \leq cr^{1-\alpha}M_{\alpha,1}g(x),
\]

when \( 0 < r < 1 \). The term on the right side goes to zero as \( r \to 0 \) if \( M_{\alpha,1}g(x) < \infty \). This shows that \( x \) is the Lebesgue point for \( u \).

The set of the non-Lebesgue points is contained in

\[ E_\infty = \{ x \in X : \mathcal{M}_{\alpha,1}g(x) = \infty \} . \]

Note that

\[ (4.5) \quad \mathcal{M}_{\alpha,1}g(x) \leq (\mathcal{M}_{\alpha p,1}g^p(x))^{1/p} . \]

Let \( 1 < q < p \). Choose \( \alpha = q/p \). Inequality (4.5) and the weak type estimate (2.7) yield

\[
\mathcal{H}^{n-q}_\infty(E_\infty \cap B(y,1)) \leq \mathcal{H}^{n-q}_\infty(\{ x \in B(y,1) : \mathcal{M}_{q,1}g^p(x) > \lambda^p \})
\]

\[ (4.6) \quad \leq c \lambda^{-p} \int_X g^p \, d\mu , \]

for every \( \lambda > 0 \). Letting \( \lambda \to \infty \) we see that

\[ \mathcal{H}^{n-q}_\infty(E_\infty \cap B(y,1)) = 0 , \]

for every ball \( B(y,1) \) and hence \( \mathcal{H}^{n-q}(E_\infty) = 0 \) for any \( q < p \). This gives the desired estimate for the Hausdorff dimension. The proof is complete.
5. Hölder quasicontinuity and approximation of Sobolev functions.

In this section we assume that \( u \) coincides with the representative \( \bar{u} \) defined pointwise by (4.1). It follows from the proof of Lemma 3.6 that for every \( 0 < \beta \leq 1 \) the inequality

\[
|u(x) - u(y)| \leq c d(x,y)^\beta \left( u_{\beta,4d(x,y)}^\#(x) + u_{\beta,4d(x,y)}^\#(y) \right).
\]

holds for every \( x \neq y \). It may happen that the left hand side of (5.1) is of the indefinite form like \( |\infty - \infty| \), then we adopt the convention \( |\infty - \infty| = \infty \). In any case inequality (5.1) remains valid since \( u(x) = \pm \infty \) implies that \( u_{\beta,R}^\#(x) = \infty \) for every \( R > 0 \).

In particular, if \( \|u_{\beta}^\#\|_\infty < \infty \), then (5.1) shows that \( u \) is Hölder continuous. This is the content of Morrey’s lemma, see [MS1, Theorem 4].

Denote

\[
E_\lambda = \{ x \in X : u_{\beta}^\#(x) > \lambda \}, \quad \lambda > 0.
\]

Using (5.1) we see that \( u_{|X \setminus E_\lambda} \) is Hölder continuous with the exponent \( \beta \). We can extend this function to a Hölder continuous function on \( X \) using the McShane extension

\[
u(x) = \inf \{ u(y) + 2 \lambda d(x,y)^\beta : y \in X \setminus E_\lambda \},
\]

for every \( x \in X \), see [Mc]. However, this does not guarantee that the extended function belongs to the Sobolev space \( W^{1,p}(X) \) nor that it is close to the original function in the Sobolev norm. For that we need a Whitney type extension. In fact, we do not extend the function from the set \( X \setminus E_\lambda \), but we smooth the function \( u \) outside that set leaving the values of \( u \) on \( X \setminus E_\lambda \) unchanged. Thus our construction should be called the Whitney smoothing.

Now we are ready for the main result of the paper.

**Theorem 5.3.** Suppose that \( u \in W^{1,p}(X) \) is defined pointwise by (4.1), \( 1 < p \leq n \) and let \( 0 < \beta \leq 1 \). Then for every \( \varepsilon > 0 \) there is a function \( w \) and an open set \( O \) such that

1) \( u = w \) everywhere in \( X \setminus O \),

2) \( w \in W^{1,p}(X) \), and \( w \) is Hölder continuous with the exponent \( \beta \) on every bounded set in \( X \),
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3) \( \| u - w \|_{W^{1,p}(X)} < \varepsilon \),
4) \( \mathcal{H}^{n-(1-\beta)p}_\infty (O) < \varepsilon \).

**Proof.** First suppose that the support of \( u \in W^{1,p}(X) \) is contained in a ball
\[ \text{supp } u \subset B(x_0, 1), \]
for some \( x_0 \in X \). The general case follows from a localization argument. Various constants \( c \) that appear in the proof do not depend on \( \lambda \).

Note that there is \( \lambda_0 > 0 \) such that for every \( r > 1 \) and \( x \in X \) we have
\[
(5.4) \quad r^{-\beta} \int_{B(x,r)} |u - u_{B(x,r)}| \, d\mu < \lambda_0,
\]
and hence \( E_\lambda \subset B(x_0, 2) \) when \( \lambda > \lambda_0 \). Indeed, if the term on the left hand side of (5.4) is positive then \( B(x, r) \cap B(x_0, 1) \neq \emptyset \). Thus by the doubling property we have
\[
\mu(B(x, r)) \geq c \mu(B(x_0, 1)) > 0,
\]
for \( r > 1 \) and estimate (5.4) follows easily.

It is easy to verify that the set \( E_\lambda \) defined by (5.2) is open.

Let \( g \in D(u) \cap L^p(X) \). If \( x \in E_\lambda \) and \( \lambda > \lambda_0 \), by (5.4), (3.11) and the Hölder inequality we obtain
\[
(5.5) \quad u^\#_\beta(x) = u^\#_{\beta, 1}(x) \leq c \left( \mathcal{M}_{1-\beta,p,1} g^p(x) \right)^{1/p} \leq c \left( \mathcal{M} g^p(x) \right)^{1/p}.
\]
The weak type estimate (2.4) shows that
\[
(5.6) \quad \mu(E_\lambda) \leq \mu\left( \left\{ x \in X : \mathcal{M} g^p(x) > c \lambda^p \right\} \right) \leq c \lambda^{-p} \int_X g^p \, d\mu < \infty,
\]
for every \( \lambda > \lambda_0 \).

We recall the following Whitney type covering theorem [MS2, Lemma 2.9] and [CW].

**Lemma 5.7.** Let \( O \subset X \) be an open set such that \( O \neq X \) and \( \mu(O) < \infty \). For given \( C \geq 1 \), let \( r(x) = \text{dist}(x, X \setminus O)/(2C) \). Then there is \( N \geq 1 \) and a sequence \( \{ x_i \} \) such that, denoting \( r(x_i) = r_i \), the following properties are true:
1) The balls \( B(x_i, r_i/4) \) are pairwise disjoint.

2) \( \bigcup_{i \in I} B(x_i, r_i) = O \).

3) \( B(x_i, Cr_i) \subset O \) for every \( i = 1, 2, \ldots \)

4) For every \( i, x \in B(x_i, Cr_i) \) implies that
   \[ Cr_i \leq \text{dist}(x, X \setminus O) \leq 3Cr_i. \]

5) For every \( i \), there is \( y_i \in X \setminus O \) such that \( d(x_i, y_i) < 3Cr_i \).

6) \( \sum_{i=1}^{\infty} x_{B(x_i, Cr_i)} \leq N. \)

The previous covering lemma enables us to construct a partition of unity, see [MS2, Lemma 2.16] or [Se, Lemma C.31]. Let \( B(x_i, r_i) \), \( i = 1, 2, \ldots \), be the Whitney covering of \( E_\lambda \) constructed in Lemma 5.7 with \( C = 5 \). Then there are non-negative functions \( \{ \varphi_i \}_{i=1}^{\infty} \) such that \( \text{supp} \varphi_i \subset B(x_i, 2r_i) \), \( 0 \leq \varphi_i(x) \leq 1 \) for every \( x \in X \), every \( \varphi_i \) is Lipschitz with the constant \( c/r_i \) and

\[
\sum_{i=1}^{\infty} \varphi_i(x) = \chi_{E_\lambda}(x), \quad x \in X. \tag{5.8}
\]

We define the Whitney smoothing of \( u \) by

\[
w(x) = \begin{cases} 
    u(x), & x \in X \setminus E_\lambda, \\
    \sum_{i=1}^{\infty} \varphi_i(x) u_{B(x_i, 2r_i)}, & x \in E_\lambda.
\end{cases} \tag{5.9}
\]

Note that since \( E_\lambda \subset B(x_0, 2) \) for \( \lambda > \lambda_0 \), we have \( \text{supp} w \subset B(x_0, 2) \).

We prove the theorem with \( O = E_\lambda \) for sufficiently large \( \lambda \).

Claim 1) is a trivial consequence of the definition of \( w \).

Claim 2). First we show that \( w \) is Hölder continuous with the exponent \( \beta \).

Suppose that \( x \in E_\lambda \) and choose \( \overline{x} \in X \setminus E_\lambda \) so that \( d(x, \overline{x}) \leq 2 \text{dist}(x, X \setminus E_\lambda) \). Then by (5.8) and (5.9) we have

\[
|w(\overline{x}) - w(x)| = \left| \sum_{i=1}^{\infty} \varphi_i(x) (u(\overline{x}) - u_{B(x_i, 2r_i)}) \right|
\]

\[
\leq \sum_{i \in I_\epsilon} |u(\overline{x}) - u_{B(x_i, 2r_i)}|, \tag{5.10}
\]
where \( i \in I_x \) if and only if \( x \in \text{supp } \varphi_i \). A straightforward calculation, using the properties of the partition of unity, shows that for every \( i \in I_x \) we have \( B(x_i, 2r_i) \subset B(x, 50r_i) \). Hence the argument similar to that in the proof of (3.9) gives

\[
(5.11) \quad |u(\mathcal{I}) - u_B(x_i, 2r_i)| \leq c r_i^\beta u^\beta_i(\mathcal{I}).
\]

Since the overlap of the balls \( B(x_i, 2r_i) \) is uniformly bounded by Lemma 5.7.6, we see that the cardinality of \( I_x \) is uniformly bounded. By Lemma 5.7.4 we see that \( r_i, i \in I_x \), is comparable to \( \text{dist}(x, \mathcal{I}) \). Using (5.10), (5.11) and recalling that \( u^\beta_i(\mathcal{I}) \leq \lambda \) for \( \mathcal{I} \in X \setminus E_\lambda \), we arrive at

\[
(5.12) \quad |w(\mathcal{I}) - w(x)| \leq c \, d(\mathcal{I}, x)^\beta u^\beta_i(\mathcal{I}) \leq c \, \lambda \, d(\mathcal{I}, x)^\beta.
\]

We show that

\[
|w(x) - w(y)| \leq c \, \lambda \, d(x, y)^\beta.
\]

for all \( x, y \in X \). We divide the proof into several cases.

First suppose that \( x, y \in E_\lambda \) and let

\[
(5.13) \quad \gamma = \min \{ \text{dist}(x, X \setminus E_\lambda), \text{dist}(y, X \setminus E_\lambda) \}.
\]

If \( d(x, y) \geq \gamma \), then (5.12), the fact that \( \mathcal{I}, \mathcal{J} \in X \setminus E_\lambda \) and (5.1) imply

\[
|w(x) - w(y)| \leq |w(x) - w(\mathcal{I})| + |u(\mathcal{I}) - u(\mathcal{J})| + |w(\mathcal{J}) - w(y)|
\]

\[
\leq c \, \lambda \, (d(x, \mathcal{I})^\beta + d(\mathcal{I}, \mathcal{J})^\beta + d(\mathcal{J}, y)^\beta)
\]

\[
\leq c \, \lambda \, d(x, y)^\beta.
\]

Suppose then that \( x, y \in E_\lambda \) with \( d(x, y) \leq \gamma \). By (5.8) we have

\[
\sum_{i=1}^{\infty} (\varphi_i(x) - \varphi_i(y)) = 0.
\]

Hence we obtain

\[
(5.14) \quad |w(x) - w(y)| = \left| \sum_{i=1}^{\infty} (\varphi_i(x) u_B(x_i, 2r_i) - \varphi_i(y) u_B(x_i, 2r_i)) \right|
\]

\[
= \left| \sum_{i=1}^{\infty} (\varphi_i(x) - \varphi_i(y)) (u(\mathcal{I}) - u_B(x_i, 2r_i)) \right|
\]

\[
\leq c \, d(x, y) \sum_{i \in I_x \cup I_y} r_i^{-1} |u(\mathcal{I}) - u_B(x_i, 2r_i)|.
\]
Using the same argument as in (5.11) we see that

\[ |w(x) - w(y)| \leq \frac{c}{\lambda} d(x, y)^{\beta} \sum_{i \in I_x \cup I_y} \frac{d(x, y)^{1-\beta}}{r_i^{1-\beta}} u^\#(\overline{z}) \leq c \lambda d(x, y)^{\beta}. \]

The last inequality follows from the fact that \( r_i, \ i \in I_x \cup I_y \) are comparable to \( \gamma \).

If \( x, y \in X \setminus E_\lambda \), then the claim follows from (5.1). If \( x \in E_\lambda \) and \( y \in X \setminus E_\lambda \), then

\[ |w(x) - w(y)| \leq |w(x) - w(\overline{z})| + |u(\overline{z}) - u(y)| \]

and the claim follows from (5.12) and (5.1). This proves the Hölder continuity of \( w \).

Then we prove that \( w \in W^{1,p}(X) \). To this end, it suffices to show that \( w \in L^p(X) \) and that for \( g \in D(u) \cap L^p(X) \) we have \( M_g \in D(w) \cap L^p(X) \).

First we observe that

\[ \int_{E_\lambda} |w|^p \, d\mu \leq c \sum_{i=1}^{\infty} \int_{B(x_i, 2r_i)} |u_{B(x_i, 2r_i)}|^p \, d\mu \leq c \int_{E_\lambda} |w|^p \, d\mu. \]

In both inequalities we applied the uniform bound for the overlapping number of the balls \( B(x_i, 2r_i) \subset E_\lambda \) (Lemma 5.7.6 and 5.7.3)). Since \( w(x) = u(x) \) for every \( x \in X \setminus E_\lambda \), we see that \( w \in L^p(X) \).

Let \( g \in D(u) \cap L^p(X) \). Then for almost every \( x, y \in X \setminus E_\lambda \) we have

\[ |w(x) - w(y)| = |u(x) - u(y)| \leq d(x, y) (g(x) + g(y)). \]

For almost every \( x, y \in E_\lambda \) with \( d(x, y) \leq \gamma \) (cf. (5.13)) the calculation as in (5.14) gives

\[ |w(x) - w(y)| \leq c d(x, y) \sum_{i \in I_x \cup I_y} r_i^{-1} |u(x) - u_{B(x_i, 2r_i)}|. \]

Since \( d(x, y) \) is small enough, we have \( B(x_i, 2r_i) \subset B(x, 100 r_i) \) whenever \( i \in I_x \cup I_y \). Then by the Poincaré inequality and the doubling condition we obtain

\[ |u(x) - u_{B(x_i, 2r_i)}| \leq c r_i \cdot M g(x). \]
Since the cardinality of $I_x \cup I_y$ is bounded, by (5.16) we obtain
\[
|w(x) - w(y)| \leq c \, d(x, y) \, M(x).
\]
For almost every $x, y \in E_\lambda$ with $d(x, y) \geq \gamma$, using the same argument as in (5.17), we have
\[
|w(x) - w(y)| = \left| \sum_{i=1}^{\infty} \left( \varphi_i(x) (u_{B(x, 2r_i)} - u(x)) - \varphi_i(y) (u_{B(x, 2r_i)} - u(y)) \right) + (u(x) - u(y)) \right|
\leq \sum_{i \in I_x} |u(x) - u_{B(x, 2r_i)}| + \sum_{i \in I_y} |u(y) - u_{B(x, 2r_i)}| + |u(x) - u(y)|
\leq c \, \text{dist}(x, X \setminus E_\lambda) \, M(x) + c \, \text{dist}(y, X \setminus E_\lambda) \, M(y)
+ d(x, y) (g(x) + g(y))
\leq c \, d(x, y) (Mg(x) + Mg(y)).
\]
If either $x \in X \setminus E_\lambda$ or $y \in X \setminus E_\lambda$, then the proof is similar. We conclude that
\[(5.18) \quad |w(x) - w(y)| \leq c \, d(x, y) (Mg(x) + Mg(y)),\]
for almost every $x, y \in X$. By the Hardy-Littlewood theorem (Proposition 2.3) we obtain $Mg \in L^p(X)$. This shows that $u \in W^{1,p}(X)$.

Claim 3). Then we prove that $w \rightharpoonup u$ in $W^{1,p}(X)$ as $\lambda \to \infty$. Since $\mu(E_\lambda) \to 0$ as $\lambda \to \infty$, we conclude using inequalities (5.15) and (5.6) that $\|u - w\|_{L^p(X)} \to 0$ as $\lambda \to \infty$. Now we take care about the “gradient” estimates.

Let $g \in D(u) \cap L^p(X)$. Inequalities (5.18) and (5.17) imply that for a suitable constant $c$ the function $g_\lambda = c (Mg) \chi_{E_\lambda}$ satisfies $g_\lambda \in D(u - w) \cap L^p(X)$. Since $\|g_\lambda\|_{L^p(X)} \to 0$, as $\lambda \to 0$ we conclude that $\|u - w\|_{L^1(X)} \to 0$ as $\lambda \to \infty$.

Claim 4). The claim follows from Lemma 2.6 and the fact that for $\lambda > \lambda_0$ we have
\[(5.19) \quad E_\lambda \subset \{ x \in B(x_0, 2) : \, M_{(1-\beta)} \eta \lambda^p (x) > c \lambda^p \},\]
for some $c > 0$, see (5.2) and (5.5). This completes the proof in the case when the support of $u$ lies in a ball.

The case of general $u \in W^{1,p}(X)$ will be deduced from the case when $u$ has the support in a ball via a partition of unity. First we need a lemma which shows that the multiplication by a bounded Lipschitz function is a bounded operator in the Sobolev norm. The following lemma is in some sense a generalization of the Leibniz differentiation rule.

**Lemma 5.20.** Let $u \in W^{1,p}(X)$ and $\varphi$ be a bounded Lipschitz function. Then $u \varphi \in W^{1,p}(X)$. Moreover, if $L$ is a Lipschitz constant of $\varphi$ and $\text{supp}\ \varphi = K$, then

$$\left( g\|\varphi\|_{\infty} + L|u| \right) X_K \in D(u \varphi) \cap L^p(X),$$

for every $g \in D(u) \cap L^p(X)$.

**Proof.** The triangle inequality implies that

$$|u(x) \varphi(x) - u(y) \varphi(y)| \leq d(x,y) \left( ((g(x) + g(y))|\varphi(x)| + L|u(y)|) \right),$$

and

$$|u(x) \varphi(x) - u(y) \varphi(y)| \leq d(x,y) \left( (g(x) + g(y))|\varphi(y)| + L|u(x)| \right).$$

Now it suffices to consider four easy cases depending on whether each of the points $x, y$ belongs to $K$ or not. This completes the proof.

Now we are ready to complete the proof of Theorem 5.3. Let $B(x_i, 1/4)$, $i = 1, 2, \ldots$, be a maximal family of pairwise disjoint balls in $X$. Then by maximality $X \subset \bigcup_{i=1}^{\infty} B(x_i, 1/2)$. Let $\{\varphi_i\}_{i=1}^{\infty}$ be a partition of unity such that $\text{supp}\ \varphi_i \subset B(x_i, 1)$, $0 \leq \varphi_i(x) \leq 1$ for every $x \in X$,

$$\sum_{i=1}^{\infty} \varphi_i(x) = 1,$$

for every $x \in X$, and $\varphi_i$, $i = 1, 2, \ldots$, are Lipschitz continuous with the same Lipschitz constant.

Suppose that $u \in W^{1,p}(X)$. Then

$$u(x) = \sum_{i=1}^{\infty} u \varphi_i(x),$$
for every \( x \in X \). Lemma 5.20 implies that the series converges also in the Sobolev norm. Let \( \varepsilon > 0 \). Clearly \( \text{supp } u \varphi_i \subset B(x_i, 1), \ i = 1, 2, \ldots \). Let \( w_i \in W^{1, p}(X), \ i = 1, 2, \ldots, \) be a Hölder continuous function with the exponent \( \beta \) such that

\[
\mathcal{H}^{n-p(1-\beta)}_\infty \left\{ x \in X : w_i(x) \neq u \varphi_i(x) \right\} \leq 2^{-i} \varepsilon,
\]

\[
\| w_i - u \varphi_i \|_{W^{1, p}(X)} \leq 2^{-i} \varepsilon,
\]

and

\[
\text{supp } w_i \subset B(x_i, 2).
\]

Then it is easy to see that

\[
w = \sum_{i=1}^{\infty} w_i
\]

has the desired properties. The proof of Theorem 5.3 is complete.

**Remarks 5.21.** 1) The case \( \beta = 1 \) of Theorem 5.3 has been previously proved in [HI]. This case is much easier, since it suffices to use the McShane extension [Mc]. Indeed, a locally Lipschitz function belongs to the Sobolev space \( W^{1, p}(X) \) by the definition.

2) Using Lemma 3.15 and (5.19) we see that estimate (4) in Theorem 5.3 may be replaced by

\[
C(1-\beta)p(O) < \varepsilon,
\]

provided \( \beta < 1 - 1/p \).

3) If the measure is Ahlfors-David regular, which means that there are \( n > 0 \) and \( c \geq 1 \) so that

\[
c^{-1} r^n \leq \mu(B(x, r)) \leq cr^n, \quad x \in X, \ 0 < r \leq \text{diam}(X),
\]

then the function \( w \) in Theorem 5.3 can be chosen to be globally Hölder continuous on \( X \). Indeed, then the boundedness assumption in Lemma 2.6 is not needed. In addition, observe that we do not require that the space is bounded in (5.22).
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