Microlocal limits of Eisenstein functions away from the unitarity axis
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Abstract. We consider a surface $M$ with constant curvature cusp ends and its Eisenstein functions $E_j(\lambda)$. These are the plane waves associated to the $j$th cusp and the spectral parameter $\lambda$, $(\Delta - 1/4 - \lambda^2)E_j = 0$. We prove that as $\text{Re} \lambda \to \infty$ and $\text{Im} \lambda \to \nu > 0$, $E_j$ converges microlocally to a certain naturally defined measure decaying exponentially along the geodesic flow. In particular, for a surface with one cusp and a sequence of $\lambda$’s corresponding to scattering resonances, we find the microlocal limit of resonant states with energies away from the real line. This statement is similar to quantum unique ergodicity (QUE), which holds in certain other situations; however, the proof uses only the structure of the infinite ends, not the global properties of the geodesic flow. As an application, we also show that the scattering matrix tends to zero in strips separated from the real line.
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1. Introduction

Concentration of eigenfunctions of the Laplacian in phase space dates back to the papers of Schnirelman [25], Colin de Verdière [3], and Zelditch [30]. Their quantum ergodicity (QE) result states that on a closed Riemannian manifold whose geodesic flow is ergodic with respect to the Liouville measure, a density one subsequence of eigenfunctions converges microlocally to this measure. For manifolds with boundary, QE was proved in a special case by Gérard–Leichtnam [7] and in general by Zelditch–Zworski [33]. The paper [7] used the semiclassical defect measure approach taken here.

The papers [13], [16], [17], [26], and [31] studied the question for finite area hyperbolic surfaces, that is hyperbolic quotients with cusps. In particular, [31] established QE for any such surface, if embedded eigenfunctions are augmented with Eisenstein functions on the real line; the latter parametrize continuous spectrum of the Laplacian arising from the presence of cusps. For the modular surface one has a stronger statement of quantum unique ergodicity (QUE): any sequence of Hecke–
Maass forms (see [16] and [26]) or Eisenstein functions on the real line (see [17]
and [13]) converges microlocally to the Liouville measure. Guillarmou and Naud [9]
have recently studied equidistribution of Eisenstein functions for convex co-compact
hyperbolic manifolds; that is, in the presence of funnels, but not cusps. Finally, after
this paper had been posted as a preprint on arXiv, an interesting preprint [22] ap-
ppeared that addresses similar questions to those we study, in particular proving our
Theorem 1, in the special case of the modular surface. See [19], [24], and [32] for
recent reviews of other results.

The present paper considers an arbitrary surface with cusps and studies phase
space concentration of Eisenstein functions for the spectral parameter \( \lambda \) in the upper
half-plane, away from the real line. We show that for a given cusp and a given
limit \( \nu > 0 \) of \( \text{Im} \, \lambda \), there is only one limiting measure – see Theorem 1. This
statement is similar to that of QUE; however, in contrast with the Q(U)E facts listed
above, we do not use any global properties of the geodesic flow, such as hyperbolicity
or ergodicity. Instead, we represent Eisenstein functions as plane waves; that is,
the sum of ‘incoming’ and ‘outgoing’ waves, where the ‘incoming wave’ depends
only at the structure of the manifold at infinity. The main idea of the paper can be
summarized as follows: the microlocal limit of a plane wave is obtained by taking the
natural measure corresponding to the ‘incoming’ part of this wave and propagating
it along the geodesic flow. The key difference from the case \( \text{Im} \, \lambda \to 0 \) is that
the corresponding semiclassical measures are exponentially decaying, rather than
invariant, along the geodesic flow.

We restrict ourselves to the case of surfaces with exact cusp ends. However, the
method of the proof could potentially be applied to complete Riemannian manifolds
with a variety of infinite ends, or even to more general self-adjoint semiclassical
differential operators, as long as a notion of plane waves exists. For example, in the
case of a compactly supported metric perturbation of the Euclidean metric on \( \mathbb{R}^3 \),
plane waves are solutions to the equation

\[
(\Delta_x - \lambda^2)E(\lambda, \omega; x) = 0, \quad \omega \in \mathbb{S}^2, \lambda \in \mathbb{C},
\]

that have the following form near infinity:

\[
E(\lambda, \omega; x) = e^{-i\lambda \omega \cdot x} + E''(\lambda, \omega; x),
\]

where \( E'' \) is outgoing (for \( \text{Im} \, \lambda > 0 \), this means that it lies in \( L^2 \) of the whole
space). The limiting measure for \( E(\lambda, \omega; x) \) with \( \text{Re} \, \lambda \to +\infty, \text{Im} \, \lambda \to \nu > 0 \), and
\( \omega \to \omega_0 \in \mathbb{S}^2 \) can be obtained by propagating forward along the flow the measure
\( e^{2\nu \omega_0 \cdot x} \, dx \) defined on \( \{|x| \gg 1, \xi = -\omega_0\} \), similarly to the definition of the measure
\( \mu_{jv} \) in (1.11) below.

Our motivation comes from the natural question of quantum ergodicity of res-
onant states. These replace eigenfunctions on non-compact manifolds, and their
equidistribution in phase space was studied in the model of quantized open maps by
Nonnenmacher–Rubin [20]. In a similar setting, Demers and Young [5] have ob-
served that a conditionally invariant measure for a billiard with a hole is determined
entirely by its behavior in the hole; this is somewhat parallel to the main idea of our
paper presented above. See also an interesting physics paper by Keating et al. [14].

As stated in Theorem 3, microlocal convergence for Eisenstein functions away
from the real line yields a microlocal convergence result for resonant states with
complex energies at a fixed distance from the real line. Although this does not
address the Im ℓ → 0 case, satisfied by most resonances (see Conjecture 1 below), it
seems to be the first result on microlocal convergence of resonant states of differential
operators.

We proceed to a rigorous formulation of the results. Let (M, g) be a two-
dimensional complete Riemannian manifold with cusp ends; that is, M is the union
of a compact set and finitely many cusp regions C1, . . . , Cm, where each Cj possesses
a system of canonical coordinates

\[(r, θ) \in (R, ∞) \times S^1, \quad S^1 = \mathbb{R}/(2π \mathbb{Z}),\]

with R some constant, such that the metric g on Cj has the form

\[g = dr^2 + e^{-2r} dθ^2.\] (1.1)

A classical example of such M is a finite area hyperbolic surface without conic points.
In fact, the present paper applies to finite area hyperbolic quotients Γ \ \mathbb{H} with conic
points as well, as one can get rid of these by passing to a finite covering space (the
cone angles are rational multiples of π, as the corresponding elliptic transformation
has to generate a discrete subgroup of PSL(2, \mathbb{R}) – see for example [1], Chapter 2).

Let Δ be the (nonnegative) Laplace–Beltrami operator corresponding to the metric
g; this operator is self-adjoint, its spectrum is contained in [0, ∞), and the spectrum
in [0, 1/4) consists of finitely many eigenvalues; see [18], Section 1. The Eisenstein
functions

\[E_j(λ), \quad j = 1, . . . , m, \quad \text{Im } λ > 0, \quad λ ≠ (0, i/2),\]

are unique solutions to the equation\(^1\)

\[(Δ - 1/4 - λ^2)u = 0, \quad u ∈ C^∞(M),\] (1.2)

that satisfy

\[u - 1_{C_j} e^{(1/2 - iλ)r} ∈ L^2(M).\] (1.3)

Here 1_{C_j} is the indicator function of the cusp region C_j. To define L^2(M), we use
the volume form Vol induced by g. See Section 3 for details.

We would like to study in particular the (weak) limit of the measure |E_j(λ)|^2 \, d \, Vol
as λ tends to the infinity in a certain way. It turns out that it is more natural to study
\(^1\)For hyperbolic quotients, it is more conventional to use the parameter s = 1/2 − iλ, with λ^2 + 1/4 =
s(1 − s) and the physical region \{Im λ > 0\} corresponding to \{Re s > 1/2\}. We use the parameter λ
to emphasize that our argument belongs to general scattering theory and is applicable to other cases such
as the Euclidean case mentioned above.
microlocal convergence of $E_j(\lambda)$ in the sense of semiclassical defect measures. A definition of these for a compact manifold can be found in [34], Chapter 5; we use semiclassical notation presented in Section 2. Since $M$ is noncompact and $E_j$ does not lie in $L^2$, we have to insert compactly supported cutoffs into the following definition.

**Definition 1.** Let $h_n$ be a sequence of positive numbers tending to zero and $u_n$ be a sequence of functions on $M$ bounded uniformly on $L^2(K)$ for each compact $K \subset M$. (The Eisenstein functions satisfy this property by (3.8).) We say that the sequence $u_n$ converges microlocally to some Radon measure $\mu$ on $T^*M$ if, for each pseudodifferential operator $A(h) \in \Psi^0$ with principal symbol $a \in C^\infty(T^*M)$, and each $\chi \in C^\infty_0(M; \mathbb{R})$, we have

$$\langle A(h_n)\chi u_n, \chi u_n \rangle_{L^2(M)} \longrightarrow \int_{T^*M} \chi^2 a \, d\mu.$$ 

The measure $\mu$ is called the semiclassical measure associated to the sequence $u_n$.

In particular, we can take as $A(h)$ the multiplication operator by $a(z) \in C^\infty_0(M)$:

$$\int a(z)|u_n|^2 \, d\text{Vol} \longrightarrow \int_{T^*M} a(z) \, d\mu.$$ 

In other words, the measure $|u_n|^2 \, d\text{Vol}$ converges weakly to the pushforward of $\mu$ under the projection $\pi : T^*M \to M$.

We list several basic properties of semiclassical measures; we do not use them in the present paper, but mention them to explain why the measure $\mu_{jv}$ defined below is a reasonable candidate for the microlocal limit of Eisenstein functions. Assume that $\lambda(h)$ is a family of complex numbers satisfying\(^2\)

$$\text{Re} \lambda(h) = h^{-1}, \quad \text{Im} \lambda(h) \longrightarrow v > 0 \quad \text{as} \ h \to 0.$$  

(1.4)

Note that by (1.2),

$$(h^2 \Delta - h^2/4 - (1 + i h \text{Im} \lambda(h))^2)E_j(\lambda(h)) = 0.$$  

(1.5)

However, $P(h) = h^2 \Delta$ is a semiclassical differential operator of order 2; its principal symbol, which we denote by $p$, is the square of the norm induced by the metric $g$ on the cotangent bundle. Therefore, the set $\{p = 1\}$ is the cosphere bundle $S^*M$, consisting of covectors of length 1; moreover, if $\exp(tV)$ is the geodesic flow on $T^*M$ and $\exp(tH_p)$ is the Hamiltonian flow of $p$, then

$$\exp(tH_p) = \exp(2tV) \quad \text{on} \ S^*M.$$  

(1.6)

\(^2\)Same methods apply with $\text{Re} \lambda \to -\infty$, with signs in certain formulas inverted. The corresponding semiclassical measures are exponentially increasing along the geodesic flow and concentrated on the outgoing, rather than incoming, set $A_j^+$.\[^{17}\]
Let \( h_n \) be any sequence tending to zero such that the sequence \( E_j(\lambda(h_n)) \) converges microlocally to some Radon measure \( \mu \). Applying the methods of proof of [34], Section 5.2, to (1.5), one can get the following properties:

(i) \( \mu \) is supported on the cosphere bundle: \( \mu(T^*M \setminus S^*M) = 0 \);

(ii) \( \mu \) decays exponentially along the geodesic flow: for each \( A \subset T^*M \),

\[
\mu(\exp(tV)A) = e^{-2vt} \mu(A). \tag{1.7}
\]

We have exponential decay, rather than invariance under the flow, in (1.7), because the imaginary part of the operator in (1.5) is asymptotic to \(-2hv\). Note that there exist multiple measures satisfying properties (i) and (ii) above; each geodesic emanating directly from some cusp carries such a measure. In fact, it can be proved\(^3\) that every Radon measure \( \mu \) satisfying properties (i) and (ii) is supported on the union \( A_j^- \) defined below and thus it can be written as an integral, over some measure on the circle, of measures supported on geodesics emanating directly from the cusps. The main result of the paper is that there is only one possible semiclassical measure on the circle, of measures supported on geodesics emanating directly from the cusps. The latter follows from the fact that every unit speed backwards geodesic that leaves \( K \) enters some cusp region \( \mathcal{C}_j \) and thus the series \( \sum_j \alpha_j E_j(\lambda(h)) \) converges microlocally to the measure \( \sum_j |\alpha_j|^2 \mu_{jv} \).

To construct the measure \( \mu_{jv} \), we first define the incoming set \( \mathcal{A}_j^- \) and the outgoing set \( \mathcal{A}_j^+ \). Let \((r, \theta)\) be the canonical coordinates in the cusp \( \mathcal{C}_j \) and \((r, \theta, p_r, p_{\theta})\) be the induced system of coordinates on \( T^*\mathcal{C}_j \); define

\[
\mathcal{A}_j^\pm = \{ \rho \in S^*M \mid \exists t > 0 : G^\pm t \rho \in \tilde{\mathcal{A}}_j^\pm \},
\]

\[
\tilde{\mathcal{A}}_j^\pm = \{ (r, \theta, p_r, p_{\theta}) \in T^*\mathcal{C}_j \mid p_r = \pm 1, p_{\theta} = 0 \}. \tag{1.10}
\]

---

\(^3\)Here is a sketch of the proof. Let \( K = \{ r \leq R+1 \} \subset S^*M \); since \( K \) is compact, we have \( \mu(K) = c < \infty \). Then by (1.7) for each \( l \in \mathbb{N} \), \( \mu(\exp(lV)K) = e^{-2vl}c \) and thus the series \( \sum_j \mu(\exp(lV)K) \) converges. By Borel–Cantelli lemma, we get the required statement \( \mu(S^*M \setminus \mathcal{A}^-) = 0 \) if we show that, for each \( \rho \in S^*M \setminus \mathcal{A}^- \), there exist infinitely many \( l \in \mathbb{N} \) such that \( \exp(-lV)\rho \in K \). The latter follows from the fact that every unit speed backwards geodesic that leaves \( K \) enters some cusp region \( \mathcal{C}_j \); unless this geodesic lies in \( \mathcal{A}^- \), it will eventually bounce back and return to \( K \), where it will spend an interval of length at least 1, containing the point \( \exp(-lV)\rho \) for some integer \( l \).
In other words, \( \mathcal{A}_j^+ \) is the union of all geodesics going directly into the \( j \) th cusp and \( \mathcal{A}_j^- \) is the union of all geodesics emanating directly from it. Note that \( \mathcal{A}_j^\pm \) need not be closed; in fact, for hyperbolic surfaces each of them is dense in \( S^* M \). The measure \( \mu_{j,v} \) is supported on \( \mathcal{A}_j^- \) and is constructed as follows: we start with the cylindrical measure \( e^{2\nu r} dr d\theta \) on \( \mathcal{A}_j^- \) and propagate it to a measure on the whole \( \mathcal{A}_j^- \) using property (ii) of semiclassical measures; the result converges because \( \nu > 0 \). More formally, for each continuous compactly supported function \( a \) on \( T^* M \), we put

\[
\int_{T^* M} a d\mu_{j,v} = \lim_{t \to +\infty} e^{-2\nu t} \int_{C^j} e^{2\nu r} (a \circ \exp(tV))(r, \theta, -1, 0) \, dr d\theta. \tag{1.11}
\]

It can be seen directly that (1.11) defines a Radon measure satisfying properties (i) and (ii) of semiclassical measures.

The proof of Theorem 1 is based on the representation of Eisenstein functions as plane waves:

\[
E_j(\lambda) = E'_j(\lambda) + E''_j(\lambda),
\]

where \( E'_j(\lambda) = 1_{C^j}(r - R)e^{(1/2-i\lambda)r} \) is the ‘incoming’ and \( E''_j(\lambda) \) the ‘outgoing’ part; since \( \lambda \) is in the upper half-plane, \( E''_j \) is bounded in \( L^2(M) \) uniformly in \( \hbar \). We now consider the semiclassical Schrödinger propagator \( e^{ith\Delta} = e^{i(t^2 \Delta)/\hbar} \); by (1.2), we have formally

\[
e^{ith\Delta} E_j(\lambda) = e^{ith(1/4+\lambda^2)} E_j(\lambda). \tag{1.12}
\]

Note that \( |e^{ith(1/4+\lambda^2)}| = e^{-2t \Im \lambda} \) is exponentially decaying as \( t \to +\infty \). For a compactly supported (that is, having compactly supported Schwartz kernel) \( A(h) \in \Psi^0 \),

\[
\langle A(h) E_j(\lambda), E_j(\lambda) \rangle = e^{-4t \Im \lambda} \langle e^{ith\Delta} A(h)e^{-ith\Delta} E_j(\lambda), E_j(\lambda) \rangle.
\]

However, as \( e^{ith\Delta} \) is unitary and \( E''_j \) is bounded in \( L^2(M) \), we can replace \( E_j \) by \( E'_j \) with a remainder exponentially decaying in \( t \):

\[
\langle A(h) E_j(\lambda), E_j(\lambda) \rangle = e^{-4t \Im \lambda} \langle e^{ith\Delta} A(h)e^{-ith\Delta} E'_j(\lambda), E'_j(\lambda) \rangle \tag{1.13}
\]

(The remainder is \( \Theta(e^{-2t \Im \lambda}) \) instead of \( \Theta(e^{-4t \Im \lambda}) \), as the intersection of the wavefront set of \( e^{ith\Delta} A(h)e^{-ith\Delta} \) with \( S^* M \) lies in \( \{ r \leq 2t + T \} \) for some constant \( T \) depending on the support of \( A(h) \) and thus \( e^{ith\Delta} A(h)e^{-ith\Delta} E'_j(\lambda) \) should be of size \( e^{2t \Im \lambda} \).) We can now perform an explicit computation using Egorov’s theorem and the formula for \( E'_j \) to see that, as \( h \to 0 \), the first term on the right-hand side of (1.13) converges formally to

\[
e^{-4vt} \int_{C^j} e^{2\nu r} \tilde{\chi}(r - R)^2 (a \circ \exp(2tV))(r, \theta, -1, 0) \, dr d\theta.
\]

It remains to let \( t \to +\infty \) to obtain (1.8); (1.9) follows by a similar argument.
There is however a serious gap in the ‘proof’ presented above; namely, the operator $e^{ith\Delta}$ is only defined on $L^2$ and is not properly supported. Since the function $E_j(\lambda)$ does not lie in $L^2$, the equation (1.12) does not make any sense. Similarly, the operator $e^{ith\Delta}A(h)e^{-ith\Delta}$ is not compactly supported and thus one cannot apply it to $E_j'(\lambda)$. To fix this gap, we use cutoffs depending on $t$ and on the support of $A(h)$; see Proposition 5.

One could also try to fix the gap discussed in the previous paragraph by using the propagator

$$U(t) = \begin{pmatrix} \cos(t\sqrt{\Delta}) & \sin(t\sqrt{\Delta})/\sqrt{\Delta} \\ -\sqrt{\Delta} \sin(t\sqrt{\Delta}) & \cos(t\sqrt{\Delta}) \end{pmatrix}$$

for the Cauchy problem for the wave equation

$$(D_t^2 - \Delta_x)u(t, x) = 0, \quad t \in \mathbb{R}, \ x \in M. \quad (1.14)$$

Indeed, since (1.14) has finite speed of propagation, the elements of the matrix $U(t)$ act $C^\infty(M) \to C^\infty(M)$. Define $\sqrt{\lambda^2 + 1/4}$ to have positive real part, so that it is equal to $\lambda + \theta(h)$. By (1.2), the function $e^{it\sqrt{\lambda^2 + 1/4}}E_j(\lambda)$ solves (1.14) and for

$$\overline{E}_j(\lambda) = (1, i\sqrt{\lambda^2 + 1/4})E_j(\lambda)$$

we have $U(t)\overline{E}_j(\lambda) = e^{it\sqrt{\lambda^2 + 1/4}}\overline{E}_j(\lambda)$. One could then try to argue as above, using that $U(t)$ is unitary on $\dot{H}^1(M) \oplus L^2(M)$ to estimate the contribution of $E''_j(\lambda)$, and using that $U(-t)(1, i\sqrt{\lambda^2 + 1/4})E'_j(\lambda)$ is a Lagrangian state associated to propagating $\hat{A}_j^-$ by $\exp(tV)$, to calculate the contribution of $E'_j(\lambda)$.

As an application of Theorem 1, we derive a bound on the scattering matrix $S(\lambda)$. For each two cusps $\mathcal{C}_j, \mathcal{C}_{j'}$, define $S_{jj'}(\lambda)$ by

$$E_j|_{\mathcal{C}_j}(\lambda; r, \theta) = \delta_{jj'}e^{(1/2-i\lambda)r} + S_{jj'}(\lambda)e^{(1/2+i\lambda)r} + \cdots,$$

where $(r, \theta)$ are canonical coordinates on $\mathcal{C}_j$, $\delta$ is the Kronecker delta, and the dots denote the terms corresponding to terms with $k \neq 0$ in the Fourier series expansion (3.1) of $E_j|_{\mathcal{C}_j}$, in the $\theta$ variable.

**Theorem 2.** Consider two cusps $\mathcal{C}_j, \mathcal{C}_{j'}$ and assume that $\mu_{j\nu}(\mathcal{A}_j^\pm) = \emptyset$ (in particular, this is true for hyperbolic surfaces, as $\mathcal{A}_j^+ \cap \mathcal{A}_j^-$ consists of countably many geodesics). Then for $\lambda(h)$ satisfying (1.4),

$$S_{jj'}(\lambda(h)) \to 0 \quad \text{as} \ h \to 0.$$  

In other words,

$$S_{jj'}(\lambda) = o(1), \quad 0 < C^{-1} < \text{Im} \lambda < C, \ \text{Re} \lambda \to \infty.$$
This estimate is not always optimal: in the special case of the modular surface \( M = \text{PSL}(2, \mathbb{Z}) \backslash \mathbb{H} \), the scattering coefficient \( S(\lambda) \) is related to the Riemann zeta function by the formula [27], Section 2.18,

\[
S(\lambda) = \sqrt{\pi} \frac{\zeta(-2i\lambda)\Gamma(-i\lambda)}{\zeta(1-2i\lambda)\Gamma(1/2-i\lambda)}.
\]

Given that both \( \zeta(z) \) and \( \zeta^{-1}(z) \) are bounded in every half-plane \( \{ \text{Re} \, z > 1 + C^{-1} \} \) (either by Dirichlet series or by Euler product representation), the basic bound on the zeta function in the critical strip (see [27], eq. (5.1.4)) gives

\[
|S(\lambda)| = O(|\lambda|^{-\min(\text{Im} \lambda, 1/2)}), \quad \text{Im} \lambda \geq C^{-1}.
\]  

The bound (1.15) is optimal for \( \text{Im} \lambda > 1/2 \), and no optimal bounds are known for \( 0 < \text{Im} \lambda < 1/2 \). It would be interesting to see if semiclassical methods can yield an effective bound on the scattering coefficients, and compare such bound to (1.15).

Finally, we address the question of microlocal convergence of resonant states. Assume that for some \( \lambda \), the matrix \( S(\lambda) \) is not invertible; that is, there exists \( \alpha \in \mathbb{C}^m \setminus \{0\} \) such that, for each \( j' \),

\[
\sum_j \alpha_j S_{jj'}(\lambda) = 0.
\]  

This is equivalent to saying that \( -\lambda \) is a resonance; i.e., a pole of the meromorphic continuation of the resolvent \( (\Delta - 1/4 - \lambda^2)^{-1} \) to the lower half-plane (see for example [18], Section 5). Moreover, a resonant state at \( -\lambda \) is given by \( \sum_j \alpha_j E_j(\lambda) \).

**Theorem 3.** Assume that \( -\lambda_n \) is a sequence of resonances satisfying (1.4) for some \( h_n \to 0 \). Let \( u_n \) be a sequence of corresponding resonant states and assume that it converges microlocally to some measure \( \mu \). Then \( \mu \) is a linear combination of the measures \( \mu_{1v}, \ldots, \mu_{mv} \) defined by (1.11).

The fact that semiclassical measures for resonant states are exponentially decaying along the geodesic flow is parallel to Theorem 4 of [21]; a similar fact has been obtained in the setting of quantized open maps in [20]. However, the concentration statement (see[21], eq. (1.15)) is vacuous in our case, as the set \( \Gamma_E^- \) from [21] (not \( \Gamma_E^+ \), as \( \text{Re}(-\lambda) < 0 \)) is the whole cosphere bundle. In fact, [21] heavily use the fact that resonant states are outgoing, while Eisenstein functions studied in the present paper need not satisfy the outgoing condition (which in our case is (1.16)).

For surfaces with only one cusp, resonant states away from the real line have to converge microlocally to a single measure; however, we do not address the question of the behavior of the kernel of \( S(\lambda) \) for multiple cusps. For other types of infinite ends (such as the convex cocompact case), the scattering matrix \( S(\lambda) \) is replaced by an operator acting on a certain infinite dimensional Hilbert space. The distribution of
resonances in strips of fixed size and the behavior of the kernel of $S(\lambda)$ is controlled by the trapping phenomenon in the compact part of our manifold, while the restriction on the set of possible semiclassical measures provided in this paper only uses behavior at infinity.

Finally, it would be natural to ask an analogue of the quantum ergodicity question: where do most resonant states microlocally converge if we drop the restriction $\text{Im} \lambda \rightarrow \nu > 0$? Theorem 3 does not provide the answer because most resonances are located $o(1)$ close to the real line. To make this last statement precise, we assume that there are only finitely many embedded eigenvalues (which is true under certain genericity assumptions – see [2], Théorème 7, and [23]), let $\text{Res}$ be the set of resonances, counted with multiplicities, and recall the Weyl law; see [18], eq. (0.5):

$$|\text{Res} \cap \{|\lambda| \leq h^{-1}\}| = \frac{\text{Area}(M)}{2\pi} h^{-2} (1 + o(1)).$$

We claim that for each $\varepsilon > 0$,

$$|\text{Res} \cap \{|\lambda| \leq h^{-1}, \text{Im} \lambda < -\varepsilon\}| = o(h^{-2}). \quad (1.17)$$

The proof of (1.17) is based on Corollary 3.29 of [18]:

$$\sum_{\lambda \in \text{Res}} \frac{|\text{Im} \lambda|}{|\lambda|^2} < \infty. \quad (1.18)$$

If (1.17) is false, then there exist $\varepsilon, \delta > 0$ and a sequence $h_j \rightarrow 0$ such that

$$|\text{Res} \cap \{|\lambda| \leq h_j^{-1}, \text{Im} \lambda < -\varepsilon\}| \geq 2\delta h_j^{-2}.$$

However, by the upper bound provided by the Weyl law, there exists a constant $C_0$ such that

$$|\text{Res} \cap \{C_0^{-1} h_j^{-1} \leq |\lambda| \leq h_j^{-1}, \text{Im} \lambda < -\varepsilon\}| \geq \delta h_j^{-2}. \quad (1.19)$$

We pass to a subsequence of $h_j$ such that $h_j / h_{j+1} > C_0$. Then the sets of resonances counted in (1.19) for different $j$ do not intersect each other, and the sum of $|\text{Im} \lambda|/|\lambda|^2$ over each of these sets is bounded from below by $\varepsilon \delta$, contradicting (1.18).

By (1.17), a density one subsequence of resonances converges to the real line; the corresponding semiclassical measures are invariant with respect to the geodesic flow and a natural candidate is the Liouville measure.

**Conjecture 1.** Assume that $M$ is a surface with cusp ends whose geodesic flow is ergodic with respect to the Liouville measure $\mu_0$. Then there exists a density one subsequence of resonant states in any strip $\{\text{Im} \lambda > -C\}$ converging microlocally to $\mu_0$.

The proof of (1.17) and Conjecture 1 have been suggested by Maciej Zworski.
The paper is organized as follows. In Section 2, we review some notation and facts from semiclassical analysis. In Section 3, we present basic facts about Eisenstein functions and prove Theorems 1 and 2. Finally, in Section 4, we consider the special case of finite area hyperbolic surfaces and describe the canonical measures $\mu_{j\nu}$ from (1.11) via the action of the fundamental group of $M$; we also prove Theorem 1 in this case for $\text{Im} \lambda > 1/2$ using the classical definition of Eisenstein functions as series.
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2. Semiclassical preliminaries

In this section, we briefly review the portions of semiclassical analysis used below; the reader is referred to [34] for a detailed account on the subject.

We assume that $h > 0$ is a parameter, the smallness of which is implied in all statements below. Consider the algebra $\mathcal{A}_s(M)$ of pseudodifferential operators with symbols in the class $S^s(\mathbb{R}^d)$, defined as follows: a function $a(x, \xi; h)$ smooth in $(x, \xi) \in \mathbb{R}^{2d}$ lies in this class if and only if for each compact set $K \subset \mathbb{R}^d$ and each multiindices $\alpha, \beta$, there exists a constant $C_{\alpha\beta K}$ such that

$$\sup_{(x, \xi) \in K \times \mathbb{R}^d} |\partial^\alpha_x \partial^\beta_\xi a(x, \xi; h)| \leq C_{\alpha\beta K} \langle \xi \rangle^{s-|\beta|}.$$ 

The only difference with the invariant symbol classes studied in [34], Section 9.3, is that we do not require uniform bounds as $x \to \infty$. However, this does not matter in our situation, as we will mostly use compactly supported operators; e.g. those operators whose Schwartz kernels are compactly supported in $\mathbb{R}^d \times \mathbb{R}^d$. As in [34], Section 13.2, we can define the algebra $\Psi^s(M)$ for any manifold $M$. The compactly supported elements of $\Psi^s(M)$ act $H^l_{h,\text{loc}}(M) \to H^{l-s}_{h,\text{comp}}(M)$ with norm $O(1)$ as $h \to 0$, where $H^l_{h,\text{loc}}$ and $H^{l-s}_{h,\text{comp}}$ are semiclassical Sobolev spaces.

To avoid discussion of simultaneous behavior of symbols as $\xi \to \infty$ and $h \to 0$, we further require that the symbols of elements of $\Psi^s$ are classical, in the sense that they possess an asymptotic expansion in powers of $h$, with the term next to $h^k$ lying in $S^{s-k}$ (see [6], Section 2.1, for details). Following [28], Section 2, we introduce the fiber-radial compactification $\overline{T^*M}$ of the cotangent bundle. (The use of $\overline{T^*M}$ slightly simplifies the statement of Proposition 1 below. However, as all other microlocal
analysis is happening in a compact subset of $T^*M$, one could easily avoid fiber-radial compactification if needed.) Each $A \in \Psi^s$ has an invariantly defined (semiclassical) principal symbol $\sigma(A) = a \in C^\infty(T^*M)$, and $\langle \xi \rangle^{-s} a$ extends to a smooth function on $\overline{T^*M}$. We then define the characteristic set of $A$ as $\{\langle \xi \rangle^{-s} a = 0\} \subset \overline{T^*M}$ and say that $A$ is elliptic on some $U \subset \overline{T^*M}$ if $U$ does not intersect the characteristic set of $A$.

We use the definition of semiclassical wavefront set $WF_h(A) \subset \overline{T^*M}$ for $A \in \Psi^s(M)$ found in [28], Section 2, or [6], Section 2.1. The wavefront set of $A$ is empty if and only if $A$ lies in the algebra $h^{\infty} \Psi^{-\infty}(M)$ of smoothing operators such that each of $C^\infty(M \times M)$ seminorms of their Schwartz kernels decays faster than any power of $h$. For $A, B \in \Psi^s(M)$, we say that $A = B$ microlocally on some open $U \subset \overline{T^*M}$, if $WF_h(A - B) \cap U = \emptyset$. Also, we say that $A \in \Psi^s(M)$ is compactly microlocalized, if $WF_h(A)$ does not intersect the fiber infinity $\partial(\overline{T^*M})$; in this case, $A \in \Psi^s(M)$ for all $s \in \mathbb{R}$.

We now recall several fundamental facts from semiclassical analysis.

**Proposition 1** (Elliptic estimate). Let $P \in \Psi^s(M)$, be properly supported, $A \in \Psi^l(M)$, $t \leq s$, be compactly supported, and assume that $P$ is elliptic on $WF_h(A) \subset \overline{T^*M}$. Then there exists a compact set $K \subset M$ and a constant $C$ such that for each $u \in H^s_{h,loc}(M)$,

$$\|Au\|_{L^2(M)} \leq C\|Pu\|_{L^2(K)} + \mathcal{O}(h^\infty)\|u\|_{L^2(K)}.$$

**Proposition 2.** Assume that $M$ is a manifold with prescribed volume form and $P(h) \in \Psi^s$ is a properly supported self-adjoint operator on $L^2(M)$ with principal symbol $p \in C^\infty(T^*M; \mathbb{R})$. Let

$$e^{itP(h)/h} : L^2(M) \longrightarrow L^2(M), \quad t \in \mathbb{R},$$

be the corresponding Schrödinger propagator, defined by means of spectral theory; it is a unitary operator. Let also $\exp(tH_p)$ be the Hamiltonian flow of $p$ on $T^*M$. Then (with constants below depending on $t$), we have the following results.

1 (Microlocalization). The operator $e^{itP(h)/h}$ is microlocalized on the graph of $\exp(-tH_p)$ in the following sense: if $A, B \in \Psi^0(M)$ are compactly supported and $B$ is compactly microlocalized, and

$$\exp(tH_p)(WF_h(A)) \cap WF_h(B) = \emptyset,$$

then $Ae^{itP(h)/h}B = \mathcal{O}(h^\infty)_{L^2 \rightarrow L^2}$.

2 (Egorov’s Theorem). Let $A \in \Psi^0(M)$ be compactly supported and compactly microlocalized, with principal symbol $a$. Then there exists a compactly supported and compactly microlocalized operator $A_t \in \Psi^0(M)$ such that

$$e^{itP(h)/h}Ae^{-itP(h)/h} = A_t + \mathcal{O}(h^\infty)_{L^2(M) \rightarrow L^2(M)}.$$
Moreover, $\WF(A_t) \subset \exp(-tH_p)(\WF(A))$, and the principal symbol of $A_t$ is $a \circ \exp(tH_p)$.

A proof of Proposition 1 in the closely related microlocal case is given in Theorem 18.1.24’ of [11]; see for example [6], Section 2.2, for the semiclassical case. For Proposition 2, see [34], Theorem 11.1, or [6], Proposition 2.6.

3. Proofs

We start by studying the equation (1.2) in some cusp $\mathcal{C}_j$. Consider the Fourier series

$$u|_{\mathcal{C}_j}(r, \theta) = \sum_{k \in \mathbb{Z}} u_k^j(r)e^{ik\theta}. \quad (3.1)$$

By (1.1), eq. (1.2) takes the form

$$[(D_r + i/2)^2 + k^2e^{2r} - \lambda^2]u_k^j(r) = 0, \quad k \in \mathbb{Z}. \quad (3.2)$$

For $k = 0$, (3.2) is a constant-coefficient ODE and we have

$$u_0^j(r) = u_+^j e^{(1/2 + i\lambda)r} + u_-^j e^{(1/2 - i\lambda)r}, \quad (3.3)$$

for some constants $u_\pm^j$.

Now, we extend the function $r$ smoothly from the union of all $\mathcal{C}_j$ to the whole $M$ so that $r \leq R$ outside of the cusp regions. As before, let $1_{\mathcal{C}_j}$ be the indicator function of the cusp $\mathcal{C}_j$. Finally, fix a cutoff function $\tilde{\chi} \in C^\infty([0, 1])$ such that $\text{supp } \tilde{\chi} \subset (0, \infty)$ and $\text{supp}(1 - \tilde{\chi}) \subset (-\infty, 1)$.

Take a cusp $\mathcal{C}_j$ and define the ‘incoming’ part of the Eisenstein function by

$$E_j'(\lambda) = 1_{\mathcal{C}_j} \cdot \tilde{\chi}(r - R)e^{(1/2 - i\lambda)r} \in C^\infty(M). \quad (3.4)$$

Then

$$F_j(\lambda) = (\Delta - 1/4 - \lambda^2)E_j'(\lambda) = 1_{\mathcal{C}_j} [\Delta, \tilde{\chi}(r - R)] e^{(1/2 - i\lambda)r} \in C_0^\infty(M).$$

Assume that for some constant $C_0$, we have

$$C_0^{-1} \leq \text{Im } \lambda \leq C_0, \quad \text{Re } \lambda > 1. \quad (3.5)$$

Since $\Delta$ is self-adjoint, the resolvent

$$(\Delta - 1/4 - \lambda^2)^{-1} : L^2(M) \longrightarrow L^2(M)$$

is well-defined and the only solution to (1.2) satisfying (1.3) is given by [18], Section 3,

$$E_j(\lambda) = E_j'(\lambda) + E_j''(\lambda),$$

$$E_j''(\lambda) = -(\Delta - 1/4 - \lambda^2)^{-1} F_j(\lambda). \quad (3.6)$$

We can estimate $E_j''$ uniformly in $L^2(M)$. 
**Proposition 3.** There exists a constant $C$ such that for each $\lambda$ satisfying (3.5),

$$\|E_j''(\lambda)\|_{L^2(M)} \leq C.$$  \hfill (3.7)

It follows that for each compact $K \subset M$, there exists a constant $C_K$ such that for each $\lambda$ satisfying (3.5),

$$\|E_j(\lambda)\|_{L^2(K)} \leq C_K.$$  \hfill (3.8)

**Proof.** It follows from the definition of $F_j$ that $\|F_j\|_{L^2} = \Theta(|\lambda|)$. However, since $\Delta$ is self-adjoint,

$$\|(\Delta - 1/4 - \lambda^2)^{-1}\|_{L^2 \to L^2} \leq \frac{1}{|\text{Im}(\lambda^2)|} = \Theta(|\lambda|^{-1})$$

and (3.7) follows. Next, (3.8) follows from (3.7) and the fact that $\|E_j'\|_{L^2(K)} \leq C_K$. \hfill \Box

Also, $E_j$ is microlocalized on the cosphere bundle $S^*M$.

**Proposition 4.** Assume that $A(h) \in \Psi^s(M)$, $s \leq 2$, is compactly supported and $WF_h(A) \cap S^* M = \emptyset$. Let $h = (\text{Re} \, \lambda)^{-1}$. Then $\|A(h) E_j(\lambda)\|_{L^2(M)} = \Theta(h^\infty)$.

**Proof.** Follows from Proposition 1 applied to (1.5) and (3.8). \hfill \Box

We now prove the key technical estimate, approximating $E_j(\lambda)$ on a fixed compact set by the result of propagating the appropriately cut off ‘incoming wave’ $E_j'$.\hfill

**Proposition 5.** Assume that $\lambda$ satisfies (3.5). As before, let $h = (\text{Re} \, \lambda)^{-1}$. Then for each $T > R$, $t > 0$,

$$\|\tilde{\chi}(T - r)(E_j(\lambda) - e^{ith(1/4 + \lambda^2)} e^{-ith\Delta} \tilde{\chi}(T + 2t + 1 - r) E_j'(\lambda))\|_{L^2(M)}$$

$$= \Theta_{t,T}(h^\infty) + \Theta(e^{-2t \text{Im} \lambda}).$$

Here the $\Theta_{t,T}$ notation means that the constants in $\Theta(\cdot)$ depend on $t$ and $T$. The constant in $\Theta(e^{-2t \text{Im} \lambda})$ is independent of $T, t, h$. Note also that $\tilde{\chi}(T - r) \in C_0^\infty(M)$.

**Proof.** First of all, we have by (3.7),

$$\|e^{ith(1/4 + \lambda^2)} e^{-ith\Delta} \tilde{\chi}(T + 2t + 1 - r) E_j''(\lambda)\|_{L^2}$$

$$\leq e^{-2t \text{Im} \lambda} \|E_j''(\lambda)\|_{L^2} = \Theta(e^{-2t \text{Im} \lambda}).$$

Therefore, it suffices to prove that

$$\|u_t\|_{L^2} = \Theta_{t,T}(h^\infty),$$  \hfill (3.9)
where for $0 \leq s \leq t$, we define

$$u_s = \tilde{\chi}(T - r)(E_j(\lambda) - e^{ish(1/4 + \lambda^2)}e^{-ish\Delta}\tilde{\chi}(T + 2t + 1 - r)E_j(\lambda)).$$

Since $\tilde{\chi}(T - r)\tilde{\chi}(T + 2t + 1 - r) = \tilde{\chi}(T - r)$, we have $u_0 = 0$; next,

$$D_s u_s = \tilde{\chi}(T - r)e^{ish(1/4 + \lambda^2)}e^{-ish\Delta}h(\Delta - 1/4 - \lambda^2)\tilde{\chi}(T + 2t + 1 - r)E_j(\lambda)$$

$$= \tilde{\chi}(T - r)e^{ish(1/4 + \lambda^2)}e^{-ish\Delta}h[\Delta, \tilde{\chi}(T + 2t + 1 - r)]E_j(\lambda).$$

Let $X(h) \in \Psi^0$ be compactly supported and compactly microlocalized in a small neighborhood of the cosphere bundle $S^*M$, but equal to the identity microlocally near $\{r \leq T + 2t + 1\} \cap S^*M$. Then by Proposition 4

$$\|h[\Delta, \tilde{\chi}(T + 2t + 1 - r)](1 - X(h))E_j(\lambda)\|_{L^2} = O_{t, T}(h^\infty). \quad (3.10)$$

Now, by Part 1 of Proposition 2,

$$\|\tilde{\chi}(T - r)e^{-ish\Delta}h[\Delta, \tilde{\chi}(T + 2t + 1 - r)]X(h)\|_{L^2 \to L^2} = O_{t, T}(h^\infty). \quad (3.11)$$

To verify (2.1), we note that each point $\rho \in WF_h(h[\Delta, \tilde{\chi}(T + 2t + 1 - r)]X(h))$ lies close to the cosphere bundle $S^*M$ (depending on the choice of $X(h)$) and inside $\{r > T + 2t\}$; therefore, by (1.6), the curve $\exp([0, t]H_p)\rho$ lies in $\mathcal{C}_j \cap \{r > T\}$, and thus does not intersect the support of $\tilde{\chi}(T - r)$. Here we use the fact that in each cusp region $\mathcal{C}_j$, the derivative of the function $r$ along the geodesic flow is bounded by 1, which can be verified directly using (1.1).

Since the operator in (3.11) is compactly supported, by (3.8) we get

$$\|\tilde{\chi}(T - r)e^{-ish\Delta}h[\Delta, \tilde{\chi}(T + 2t + 1 - r)]X(h)E_j(\lambda)\|_{L^2} = O_{t, T}(h^\infty). \quad (3.12)$$

Combining (3.10) with (3.12), we arrive at

$$\|d_s u_s\|_{L^2} = O_{t, T}(h^\infty);$$

integrating this from 0 to $t$, we get (3.9).

Armed with Proposition 5, we can make rigorous the ‘proof’ of the main theorem given in the introduction.

**Proof of Theorem 1.** Let $A \in \Psi^0$ be compactly supported with principal symbol $a$; it suffices to prove (1.8) and (1.9) without the cutoff $\tilde{\chi}$. We may assume that $A$ is compactly microlocalized; indeed, if $WF_h(A) \cap S^*M = \emptyset$, then $(AE_j(\lambda), E_j(\lambda)) = O(h^\infty)$ by Proposition 4 and (3.8). In fact, we may assume that $WF_h(A)$ is contained in a small neighborhood of $S^*M$.

Fix $T > R$ such that $A$ is supported in $\{r < T - 1\}$, so that

$$A = \tilde{\chi}(T - r)A\tilde{\chi}(T - r).$$
By Proposition 5,

$$\tilde{\chi}(T - r) E_j(\lambda) = e^{ith(1/4 + \lambda^2)} \tilde{\chi}(T - r) e^{-ith\Delta} \tilde{\chi}(T + 2t + 1 - r) E'_j(\lambda) + \mathcal{O}_t(h^\infty)_{L^2} + \mathcal{O}(e^{-2t \operatorname{Im} \lambda})_{L^2}. \tag{3.13}$$

Take some $j, j'$; substituting (3.13) into the expression

$$\langle A E_j(\lambda), E_{j'}(\lambda) \rangle = \langle A \tilde{\chi}(T - r) E_j(\lambda), \tilde{\chi}(T - r) E_{j'}(\lambda) \rangle,$$

and using the fact that the left-hand side of (3.13) is $\mathcal{O}(1)$ in $L^2$ by (3.8), we get

$$|\langle A E_j(\lambda), E_{j'}(\lambda) \rangle| = |e^{-4t \operatorname{Im} \lambda} \langle A \tilde{\chi}(T - r) E_j(\lambda), E_{j'}(\lambda) \rangle| \leq C e^{-t} + \mathcal{O}_t(h^\infty),$$

$$\tilde{\chi}(T + 2t + 1 - r) e^{-ith\Delta} \tilde{\chi}(T + 2t + 1 - r), \tag{3.14}$$

where we use that $\operatorname{Im} \lambda > v/2$ for $h$ small enough. Here $C$ is a constant depending on $A$ and $T$, but not on $t$ or $h$. Therefore,

$$\lim_{t \to +\infty} \lim_{h \to 0} \sup |\langle A E_j(\lambda), E_{j'}(\lambda) \rangle| = 0,$$

and thus

$$\lim_{h \to 0} \langle A E_j(\lambda), E_{j'}(\lambda) \rangle = \lim_{t \to +\infty} e^{-4t \operatorname{Im} \lambda} \lim_{h \to 0} \langle \tilde{A}_t E_j(\lambda), E_{j'}(\lambda) \rangle, \tag{3.15}$$

provided that the double limit on the right-hand side exists. To compute this limit, let $A_t \in \Psi^0$ be the compactly supported operator from part 2 of Proposition 2, with

$$P(h) = h^2 \Delta. \text{ Then } \WF_h(A_t) \subset \{r \leq T + 2t\}; \text{ therefore,}$$

$$A_t = \tilde{\chi}(T + 2t + 1 - r) A_t \tilde{\chi}(T + 2t + 1 - r) + \mathcal{O}_t(h^\infty)_{L^2 \to L^2};$$

by (2.2), $\tilde{A}_t = A_j + \mathcal{O}(h^\infty)_{L^2 \to L^2}$. Since both $A_t$ and $\tilde{A}_t$ are compactly supported, we can replace $A_t$ by $A_t$ in (3.15). By (1.6), the principal symbol of $A_t$ on $S^* M$ is $a_t = a \circ \exp(2tV)$.

For $j \neq j'$, the supports of the functions $E'_j(\lambda)$ and $E'_{j'}(\lambda)$ do not intersect (as they lie in different cusp regions); since $A_t$ is pseudodifferential and compactly supported, we get

$$\langle A_t E'_j(\lambda), E'_{j'}(\lambda) \rangle = \mathcal{O}_t(h^\infty)$$

and (1.9) follows.

We now assume that $j = j'$. We can use the definition (3.4) of $E'_j$, the definition of semiclassical quantization, and the method of stationary phase to get for each $t$,

$$A_t E'_j(\lambda) = 1_{E_j}(a \circ \exp(2tV))(r, \theta, -1, 0) \tilde{\chi}(r - R) e^{(1/2 + \operatorname{Im} \lambda)r} e^{-ir/h} + \mathcal{O}_t(h)_{L^2_{\text{comp}}}. \tag{3.16}$$
Indeed, restricting to the cusp $C_j$, in local coordinates $(r, \theta)$ (we will also need to restrict to a topologically trivial subset of the circle, where $\theta \in \mathbb{R}$ gives a valid coordinate) the left-hand side of (3.16) becomes

$$(2\pi h)^{-2} \int e^{\frac{i}{\pi}((r-r',\theta-\theta') \cdot (p_r,p_\theta) - r')} a_t(r,\theta; p_r, p_\theta) \, \overline{\chi}(r-R)e^{(1/2+\text{Im}\lambda)r} \, dp_r dp_\theta \, dr' \, d\theta' + \mathcal{O}(h).$$

The stationary points of the phase $\Phi = (r - r', \theta - \theta') \cdot (p_r, p_\theta) - r'$ are given by $r' = r, \theta' = \theta, p_r = -1, p_\theta = 0$ and at these points, $\Phi$ takes the value $-r$ and its Hessian has determinant 1 and signature 0. Applying the method of stationary phase, we get (3.16).

We now multiply (3.16) by $E'_j(\lambda)$ and integrate, remembering that the volume form on $C_j$ is given by $e^{-r} \, drd\theta$ and $\text{Im} \lambda \to \nu$ as $h \to 0$:

$$\lim_{h \to 0} \langle A_t E'_j(\lambda), E'_j(\lambda) \rangle = \int \overline{\chi}(r-R)^2 e^{2\nu r} (a \circ \exp(2t V))(r,\theta,-1,0) \, drd\theta.$$  \hspace{1cm} (3.17)

Here $(r, \theta, p_r, p_\theta)$ are the coordinates on $T^*C_j$ induced by the coordinate system $(r, \theta)$ on $C_j$. Letting $t \to +\infty$ and recalling (1.11), we get from (3.17)

$$\lim_{h \to 0} \langle AE_j(\lambda), E_j(\lambda) \rangle = \int_{S^*M} a \, d\mu_{j,v},$$

which proves (1.8). \hfill \Box

We can explain (3.16) using the theory of semiclassical Lagrangian distributions (see [10], Chapter 6, or [29], Section 2.3, for a detailed account, and [12], Section 25.1, or [8], Chapter 11, for the closely related microlocal case) as follows. By (3.4), the function

$$E'_j(\lambda) = 1_{C_j} \cdot \overline{\chi}(r-R)e^{(1/2+\text{Im}\lambda)r} e^{-ir/h}$$

is a Lagrangian distribution associated to the Lagrangian $\widehat{A}_j^-$ from (1.10), with the principal symbol $\overline{\chi}(r-R)e^{(1/2+\text{Im}\lambda)r}$. Since $A_t$ is pseudodifferential and compactly supported, $A_t E'_j(\lambda)$ is also a Lagrangian distribution associated to $\widehat{A}_j^-$, and its principal symbol is the product of the principal symbol of $E'_j(\lambda)$ and the restriction of the principal symbol of $A_t$ to $\widehat{A}_j^-$, proving (3.16).

Finally, we estimate the scattering coefficient by the mass of Eisenstein series on the outgoing set.

**Proof of Theorem 2.** Fix a cusp $C_j'$ and take compactly supported and compactly microlocalized $A \in \Psi^0((R, R+1))$ such that $\text{WF}_h(A) \subset \{ p_r > 0 \}$, and the principal symbol $a(r, p_r)$ of $A$ satisfies $a(R + 1/2, 1) \neq 0$. Let $\chi \in C_0^\infty(\mathbb{R})$ have $\chi(0) = 1.$
Denote \( u(h) = E_j(\lambda(h)) \) and recall that \( S_{jj'}(\lambda(h)) = u_j^{j'}(h) \) is defined by (3.3). We then have for each \( \delta > 0 \),

\[
|u_j^{j'}(h)| = \Theta(1)\|Au_j^{j'}(h)\|_{L^2} + \Theta(h^{\infty}) = \Theta(1)\|A_\delta u(h)\|_{L^2(M)} + \Theta(h^{\infty}), \tag{3.18}
\]

uniformly in \( \delta \), where \( A_\delta = \chi(hD)\delta A \) is a pseudodifferential operator supported in \( \mathcal{C}_{jj'} \). However, by Theorem 1 we have, as \( h \to 0 \),

\[
\|A_\delta u(h)\|_{L^2(M)}^2 = (A_\delta^* A_\delta u(h), u(h))_{L^2(M)} \to \int_{S^* \mathcal{C}_{jj'}} |\chi(hp_\delta / \delta) a(r, p_r)|^2 d\mu_{j'}. \]

By our assumption, \( \mu_{jv}(\mathcal{A}_{j+}^*) = 0 \); therefore,

\[
\lim_{\delta \to 0} \lim_{h \to 0} \|A_\delta u(h)\|_{L^2(M)} = \int_{\mathcal{A}_{j+}^*} |a(r, p_r)|^2 d\mu_{j'} = 0
\]

and we are done by (3.18).

\[\square\]

### 4. Hyperbolic surfaces

In this section, we consider the special case \( M = \Gamma \setminus \mathbb{H} \), where \( \mathbb{H} \) is the Poincaré half-plane model of the hyperbolic plane and \( \Gamma \subset \text{PSL}(2, \mathbb{R}) \) is a Fuchsian group of the first kind, so that \( M \) is a finite area hyperbolic surface. Denote by \( \pi_\Gamma \colon \mathbb{H} \to M \) the projection map. The conformal boundary \( \partial \mathbb{H} = \mathbb{R} \cup \{\infty\} \) is a circle, as can be seen by using the Poincaré ball model. This section is not used anywhere else in the paper and is provided as a quick reference for readers familiar with the theory of hyperbolic surfaces.

We first find an interpretation of (1.7) in terms of the group action; this is parallel to the representation of measures invariant under the Hamiltonian flow in Patterson–Sullivan theory (see for example [1], Section 14.2). We parametrize the cosphere bundle \( S^* \mathbb{H} \) by

\[
\mathcal{T} : (\partial \mathbb{H} \times \partial \mathbb{H})_\Delta \times \mathbb{R} \to S^* \mathbb{H},
\]

where \((\partial \mathbb{H} \times \partial \mathbb{H})_\Delta \) is the Cartesian square of the circle \( \partial \mathbb{H} \) minus the diagonal. The map \( \mathcal{T} \) is defined as follows. Take \((q_1, q_2) \in (\partial \mathbb{H} \times \partial \mathbb{H})_\Delta \) and let \( \gamma_{q_1q_2}(t) \) be the unique unit speed geodesic (that is, a semicircle in the half-plane model) going from \( q_1 \) to \( q_2 \), parametrized so that \( \gamma(0) \) is the point of \( \gamma \) closest to \( i \in \mathbb{H} \). We put

\[
\mathcal{T}(q_1, q_2, t) = (\gamma_{q_1q_2}(t), \dot{\gamma}_{q_1q_2}(t)).
\]

Now, consider a Radon measure \( \mu \) on \( S^* M \) satisfying (1.7). We can lift it to a measure \( \mu' \) on \( S^* \mathbb{H} \); then

\[
\mathcal{T}^* \mu' = \tilde{\mu} \times e^{-2vt} dt, \tag{4.1}
\]
where $\tilde{\mu}$ is some Radon measure on $(\partial \mathbb{B} \times \partial \mathbb{B})_\Delta$.

For each $\gamma \in \text{PSL}(2, \mathbb{R})$, we can calculate
\[
\gamma(T(q_1, q_2, t)) = T\left(\gamma(q_1), \gamma(q_2), t + \frac{1}{2} \log \left| \frac{\gamma'_B(q_1)}{\gamma'_B(q_2)} \right| \right),
\]
where $\gamma'_B(q)$ is the derivative of $\gamma$ considered as a transformation on the ball model $\mathbb{B}$ with the identification map $\mathbb{H} \to \mathbb{B}$ given by $z \mapsto (z - i)/(z + i)$; if
\[
\gamma(z) = \frac{az + b}{cz + d}, \quad (a \ b) \in \text{SL}(2, \mathbb{R}),
\]
then
\[
|\gamma'_B(q)| = \frac{q^2 + 1}{(aq + b)^2 + (cq + d)^2}.
\]
We see then that the measure $\mu'$ defined by (4.1) is invariant under the action of $\Gamma$ on $S^* \mathbb{B}$ if and only if for each $\gamma \in \Gamma$,
\[
\gamma^* \tilde{\mu} = |\gamma'_B(q_1)|^v |\gamma'_B(q_2)|^{-v} \tilde{\mu},
\]
where
\[
(\gamma^* \tilde{\mu})(A) = \tilde{\mu}((\gamma \times \gamma)(A)), \quad A \subset (\partial \mathbb{B} \times \partial \mathbb{B})_\Delta.
\]
In particular, if $\tilde{\mu}$ is a Radon measure on $\partial \mathbb{B}$ such that for each $\gamma \in \Gamma$,
\[
\gamma^* \tilde{\mu} = |\gamma'_B(q)|^{2v + 1} \tilde{\mu},
\]
then a measure $\tilde{\mu}$ satisfying (4.3) is given by (compare with eq. (14.14) in [1], bearing in mind that we use the half-plane model)
\[
\tilde{\mu} = |q_1 - q_2|^{-2(v+1)}|q_1 + i|^{2(v+1)}|q_2 + i|^{2v} \tilde{\mu} \times dq_2.
\]
Now, fix a cusp region $\mathcal{C}_j$ on $M$ and assume for simplicity that $\infty \in \partial \mathbb{H}$ is a preimage of the corresponding cusp. Let $\Gamma_\infty$ be the group of all elements of $\Gamma$ fixing $\infty$; without loss of generality, we may assume that it is generated by the shift $z \to z + 1$. Then all the preimages of the cusp of $\mathcal{C}_j$ are given by
\[
\{\gamma(\infty) \mid \gamma \Gamma_\infty \in \Gamma / \Gamma_\infty\};
\]
i.e., they are indexed by right cosets of $\Gamma_\infty$ in $\Gamma$. Note that, for $\gamma$ given by (4.2),
\[
\gamma(\infty) = a/c, \quad \left| \gamma'_B(\infty) \right| = \frac{1}{a^2 + c^2}.
\]
A canonical system of coordinates on $\mathcal{C}_j$ is given by
\[
(r, \theta) \in (R_j, \infty) \times S^1 \longrightarrow \pi_\Gamma \left( \frac{\theta + ie^r}{2\pi} \right).
\]
Proposition 6. The lift of the measure \( \mu_{j,v} \) defined in (1.11) corresponds under (4.1) to \( (2\pi)^{2v+1} \tilde{\mu} \), with \( \tilde{\mu} \) given by (4.5), and

\[
\hat{\mu} = \sum_{\gamma \Gamma_\infty \in \Gamma/\Gamma_\infty} \frac{\delta_{a/c}}{(a^2 + c^2)^{2v+1}},
\]

where \( \delta \) denotes a delta measure. (Note that the values \( a/c \) are distinct for different cosets, as \( \Gamma_\infty \) is the stabilizer of \( \infty \)).

Proof. The measure \( \hat{\mu} \) is well-defined, as the series

\[
\sum_{\gamma \Gamma_\infty \in \Gamma/\Gamma_\infty} \frac{1}{(a^2 + c^2)^{2v+1}} = \sum_{\gamma \Gamma_\infty \in \Gamma/\Gamma_\infty} (\text{Im } \gamma^{-1}(i))^{2v+1}
\]

converges, by convergence of Eisenstein series (4.10). By (4.6), the measure \( \hat{\mu} \) satisfies (4.4); therefore, it produces a measure \( \mu \) supported on the cosphere bundle \( S^* M \) and satisfying (1.7). Moreover, since \( \hat{\mu} \) is supported on the set of the preimages of the cusp of \( \mathcal{C}_j \), \( \mu \) is supported on \( \mathcal{A}_j^- \). It then suffices to study the restriction of \( \mu \) to \( \mathcal{A}_j^- \). To this end, take \( A \subset (R_j, \infty) \times \mathbb{S}^1 \) and consider

\[
\tilde{A} = \{(r, \theta; -1, 0) \in T^* \mathcal{C}_j \mid (r, \theta) \in A\} \subset \mathcal{A}_j^-.
\]

Since

\[
\mathcal{T}(\infty, q, t) = \left(q + i|q + e^{-t}, -i \frac{e^t}{|i + q|}\right),
\]

we get

\[
\tilde{A} = \pi_{T} \mathcal{T}(\{(\infty, q, t) \mid (q, t) \in \tilde{A}\}),
\]

\[
\tilde{A} = \{\theta/(2\pi), -r + \ln(2\pi) + \ln|i + \theta/(2\pi)| \mid (r, \theta) \in A\}.
\]

Then

\[
\mu(\tilde{A}) = \int_{(q,t)\in \tilde{A}} |i + q|^{2v} e^{-2v t} dq dt = (2\pi)^{-2v-1} \int_{\tilde{A}} e^{2v r} d\theta
\]

and the proof is finished by the definition (1.11) of \( \mu_{j,v} \).

In particular, for the modular surface the measure \( \hat{\mu} \) is given by

\[
\hat{\mu} = \sum_{m,n \in \mathbb{Z}, n \geq 0, m \perp n} \frac{\delta_{m/n}}{(m^2 + n^2)^{2v+1}}.
\]

Finally, we note that for \( v > 1/2 \) one can prove Theorem 1 for hyperbolic surfaces using the series representation for the Eisenstein function

\[
\tilde{E}(\lambda; z) = (2\pi)^{1/2-i\lambda} \sum_{\Gamma \in \Gamma_\infty \backslash \Gamma} (\text{Im } \gamma(z))^{1/2-i\lambda}, \quad z \in \mathbb{H}.
\]
This series converges absolutely (see [15], Theorem 2.1.1); since it is invariant under \( \Gamma \) and each of its terms solves (1.2) on \( \mathbb{H} \), it gives rise to a solution \( \tilde{E}(\lambda, z) \) of (1.2). It can also be seen that (4.10) converges in \( L^2 \) of a fundamental domain of \( \Gamma \), if we take out the term with \( \gamma = 1 \); therefore, \( \tilde{E}(\lambda, z) \) satisfies (1.3) and we have

\[
\tilde{E}(\lambda; z) = E_j(\lambda; \pi(z)).
\]

The \( (2\pi)^{1/2-i\lambda} \) prefactor here is due to the fact that in our normalization of the Eisenstein series, the incoming term is given by \( e^{(1/2-i\lambda)r} \), and a canonical system of coordinates is given by (4.7), with a \( 2\pi \) factor there since the stabilizer of the cusp is generated by the transformation \( z \mapsto z + 1 \), while we need the \( \{r = 0\} \) circle to have length \( 2\pi \).

One then proceeds as in the proof of Theorem 2 of [9], by analysing the microlocal limit of each term of the Eisenstein series and showing that the off-diagonal terms of the sum \( \langle A\tilde{E}, \tilde{E} \rangle \) are negligible. (The analysis of [9] is dramatically simplified, as we are not asking for an estimate on the remainder and thus one can sum over an \( h \)-independent number of the elements of the group in Lemma 7 of [9] and use standard microlocal analysis.)
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