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Abstract. In this paper we discuss the uniqueness of positive solutions of the nonlinear second order system \(-u'' = g(v), -v'' = f(u)\) in \((-R, R), u(\pm R) = v(\pm R) = 0\) where \(f\) and \(g\) satisfy some appropriate conditions. Our result applies, in particular, to \(g(v) = v, f(u) = u^p, p > 1,\) or \(f(u) = \lambda u + a_1 u^{p_1} + \cdots + a_k u^{p_k}\) with \(p_j > 1, a_j > 0\) for \(j = 1, \ldots, k\) and \(0 \leq \lambda < \mu_1^2\) where \(\mu_1 = \pi^2/4R^2\).

Introduction.

In this paper we discuss the uniqueness of positive solutions \((u, v) \in (C^2[-R, R])^2\) of the nonlinear second order system with homogeneous Dirichlet data

\[
\begin{aligned}
-u''(t) &= g(v(t)), & -R < t < R, \\
-v''(t) &= f(u(t)), & -R < t < R, \\
u(\pm R) &= v(\pm R) = 0,
\end{aligned}
\]

where \(R > 0\) is fixed and the functions \(f, g \in C^1(\mathbb{R})\) satisfy the following assumptions

\begin{align*}
(H_1) & \quad 0 < g(v) \leq v g'(v), \quad \text{for } v > 0, \\
(H_2) & \quad 0 < f(u) < u f'(u), \quad \text{for } u > 0.
\end{align*}
Of course \((u,v) > 0\) means that \(u > 0\) and \(v > 0\) on \((-R, R)\).

It was proved by Troy \([6]\) that \(u\) and \(v\) are symmetric about the origin and that \(u' < 0\) and \(v' < 0\) on \((0, R)\). It should be noted that in our situation the proof is considerably simpler. Moreover, by the Hopf boundary lemma \([5, \text{p. } 4]\) here we also have \(u'(R) < 0\) and \(v'(R) < 0\). Therefore positive solutions of \((1.1)\) can be treated as positive solutions of

\[
\begin{cases}
-u''(t) = g(v(t)), & 0 \leq t < R, \\
-v''(t) = f(u(t)), & 0 \leq t < R, \\
u(R) = v(R) = u'(0) = v'(0) = 0.
\end{cases}
\]

The existence of positive solutions of nonlinear elliptic systems was examined by Clément, De Figueiredo and Mitidieri \([1]\) in a bounded convex domain of \(\mathbb{R}^n\) when \(n \geq 2\) and by Peletier and Van Der Vorst \([4]\) in a ball of \(\mathbb{R}^n\) when \(n \geq 4\). The question of the existence of positive solutions of problem \((1.2)\) will be discussed in the last section of this paper.

Our main result is the following theorem.

**Theorem 1.1.** Let \(f, g \in C^1(\mathbb{R})\) satisfy \((H_1)\) and \((H_2)\). Let \((u, v) \in (C^2[-R, R])^2\) be a positive solution of problem \((1.1)\). Then \((u, v)\) is symmetric about the origin and is unique in the class of all positive solutions in \((C^2[-R, R])^2\).

As a particular case of Theorem 1.1 we can state the following corollary concerning fourth order equations.

**Corollary 1.1.** Let \(f \in C^1(\mathbb{R})\) satisfy \((H_2)\). Let \(u \in C^4[-R, R]\) be a positive solution of

\[
\begin{cases}
u^{(4)}(t) = f(u(t)), & -R < t < R, \\
u(\pm R) = u''(\pm R) = 0.
\end{cases}
\]

Then \(u\) is symmetric about the origin and is unique in the class of all positive solutions in \(C^4[-R, R]\).

In our proofs we shall make an intensive use of the one dimensional maximum principle and the related Hopf boundary lemma \([5]\), which we recall:
Theorem A ([5, p. 2]). Suppose \( u \in C^2(a, b) \cap C[a, b] \) satisfies the differential inequality

\[ u'' + g(x) u' \geq 0, \quad \text{for} \quad a < x < b, \]

with \( g \) a bounded function. If \( u \leq M \) in \((a, b)\) and if the maximum \( M \) of \( u \) is attained at an interior point of \((a, b)\), then \( u \equiv M \).

Theorem B ([5, p. 4]). Suppose \( u \in C^2(a, b) \cap C^1[a, b] \) is a nonconstant function which satisfies the differential inequality \( u'' + g(x) u' \geq 0 \) in \((a, b)\) and suppose \( g \) is bounded on every closed subinterval of \((a, b)\). If the maximum of \( u \) occurs at \( x = a \) and \( g \) is bounded below at \( x = a \), then \( u'(a) < 0 \). If the maximum occurs at \( x = b \) and \( g \) is bounded above at \( x = b \), then \( u'(b) > 0 \).

The outline of the paper is as follows. In Section 2 we introduce an initial value problem and we establish some preliminary results. Theorem 1.1 will be obtained as an immediate consequence of a crucial result that we state and prove in Section 3 (Theorem 3.1). Finally in Section 4 we prove an existence result and we give some examples to illustrate our theorem.

2. Preliminary results.

In order to prove our theorem we introduce the initial value problem

\[
\begin{cases}
-u''(t) = g(u(t)), & t \geq 0, \\
-v''(t) = f(u(t)), & t \geq 0, \\
u(0) = \alpha, \quad u'(0) = 0, \\
v(0) = \beta, \quad v'(0) = 0,
\end{cases}
\tag{2.1}
\]

where \( \alpha > 0 \) and \( \beta > 0 \) are parameters. Throughout this section the functions \( f, g \in C^1(\mathbb{R}) \) are only assumed to be nondecreasing on \([0, +\infty)\) and such that \( f(0) = g(0) = 0 \), \( f(s), g(s) > 0 \) for \( s > 0 \) and \( \lim_{s \to +\infty} g(s) = +\infty \).

Below we prove some propositions which will be needed to state and prove our crucial result: Theorem 3.1. In the following proposition we establish the local existence and uniqueness of solutions of problem (2.1).
Proposition 2.1. For any $\alpha > 0$, $\beta > 0$ there exists $T > 0$ such that problem (2.1) on $[0, T]$ has a unique solution $(u, v) \in (C^2[0, T])^2$.

Proof. Let $\alpha > 0$ and $\beta > 0$ be given. Choose $T > 0$ such that

$$T^2 g(\beta) \leq \alpha \quad \text{and} \quad T^2 f(\alpha) \leq \beta$$

and consider the set of functions

$$Z = \left\{ (u, v) \in (C[0, T])^2 : \frac{\alpha}{2} \leq u(t) \leq \alpha \quad \text{and} \quad \frac{\beta}{2} \leq v(t) \leq \beta \right\}$$

for all $t \in [0, T]$. Clearly, $Z$ is a bounded closed convex subset of the Banach space $(C[0, T])^2$ endowed with the norm $\|(u, v)\| = \max\{\|u\|_\infty, \|v\|_\infty\}$. Define

$$L(u, v)(t) = (\alpha - \int_0^t (t - s) g(v(s)) \, ds, \beta - \int_0^t (t - s) f(u(s)) \, ds)$$

for $t \in [0, T]$ and $(u, v) \in Z$. It is easily verified that $L$ is a compact operator mapping $Z$ into itself, and so there exists $(u, v) \in Z$ such that $(u, v) = L(u, v)$ by the Schauder fixed point theorem. Clearly $(u, v) \in (C^2[0, T])^2$ and $(u, v)$ is a solution of (2.1) on $[0, T]$. Since $f$ and $g$ are of class $C^1$ the uniqueness follows.

In view of Proposition 2.1, for any $\alpha, \beta > 0$ problem (2.1) has a unique local solution: let $[0, T_{\alpha, \beta}]$ denote the maximum interval of existence of that solution ($T_{\alpha, \beta} = +\infty$, possibly). Define

$$P_{\alpha, \beta} = \{ t \in (0, T_{\alpha, \beta}) : u(\alpha, \beta, s) v(\alpha, \beta, s) > 0, \text{ for all } s \in [0, t] \}$$

where $(u(\alpha, \beta, \cdot), v(\alpha, \beta, \cdot))$ is the solution of problem (2.1) in $[0, T_{\alpha, \beta}]$. Clearly $P_{\alpha, \beta} \neq \emptyset$.

Proposition 2.2. For any $\alpha, \beta > 0$ we have

$$t_{\alpha, \beta} = \sup P_{\alpha, \beta} < T_{\alpha, \beta}.$$
PROOF. If not, there exist $\alpha > 0$ and $\beta > 0$ such that $\sup P_{\alpha,\beta} = T_{\alpha,\beta}$. Suppose first that $T_{\alpha,\beta} < +\infty$. Noting $u = u(\alpha, \beta, \cdot)$ and $v = v(\alpha, \beta, \cdot)$ we have

$$0 \leq u \leq \alpha \text{ on } [0, T_{\alpha,\beta}),$$
$$0 \leq v \leq \beta \text{ on } [0, T_{\alpha,\beta}).$$

Since

$$(2.2) \quad u'(t) = -\int_0^t g(v(s)) \, ds \quad \text{and} \quad v'(t) = -\int_0^t f(u(s)) \, ds$$

for $t \in [0, T_{\alpha,\beta})$, we conclude that $u$, $v$, $u'$ and $v'$ are bounded on $[0, T_{\alpha,\beta})$ and we get a contradiction with the definition of $T_{\alpha,\beta}$. Now assume that $T_{\alpha,\beta} = +\infty$. Since $u'' < 0$ on $[0, +\infty)$ we deduce that

$$u'(t) \leq u'(1) < 0, \quad \text{for all } t \geq 1$$

from which we get

$$u(t) \leq u(1) + u'(1) (t-1), \quad \text{for all } t \geq 1.$$ 

Thus we can find $t \geq 1$ such that $u(t) < 0$ and we obtain a contradiction.

**Proposition 2.3.** For any $\alpha > 0$ there exists a unique $\beta > 0$ such that $u(\alpha, \beta, t_{\alpha,\beta}) = v(\alpha, \beta, t_{\alpha,\beta}) = 0$.

**Proof.** We first prove the uniqueness. Let $\alpha > 0$ be fixed. Suppose that there exist $\beta > \gamma > 0$ such that $u(\alpha, \beta, t_{\alpha,\beta}) = v(\alpha, \beta, t_{\alpha,\beta}) = u(\alpha, \gamma, t_{\alpha,\gamma}) = v(\alpha, \gamma, t_{\alpha,\gamma}) = 0$. In order to simplify our notations, we denote $u(\alpha, \beta, t)$, $v(\alpha, \beta, t)$, $u(\alpha, \gamma, t)$ and $v(\alpha, \gamma, t)$ by $u(t)$, $v(t)$, $u(t)$ and $v(t)$. Define $b = \min\{t_{\alpha,\beta}, t_{\alpha,\gamma}\}$. Suppose that there exists $a \in (0, b]$ such that $v - z > 0$ on $[0, a]$ and $(v - z)(a) = 0$. Since $u'' - w'' = g(z) - g(v)$ and $g$ is nondecreasing on $[0, +\infty)$, we deduce that $u'' - w'' \leq 0$ on $[0, a]$. Using the fact that $(u - w')(0) = (u - w)'(0) = 0$, Theorems A and B imply that $u - w \leq 0$ on $[0, a]$. Thus $v'' - z'' = f(w) - f(u) \geq 0$ on $[0, a]$ since $f$ is nondecreasing on $[0, +\infty)$. We have $(v - z)(0) > 0$, $(v - z)'(0) = 0$ and $(v - z)(a) = 0$. Therefore Theorems A and B give a contradiction. Thus $v - z > 0$ on $[0, b]$. As before we show that $u - w \leq 0$ on $[0, b]$. Since we have

$$(v - z)(b) = \begin{cases} 
  v(t_{\alpha,\gamma}) > 0, & \text{if } t_{\alpha,\beta} > t_{\alpha,\gamma}, \\
  0, & \text{if } t_{\alpha,\beta} = t_{\alpha,\gamma}, \\
  -z(t_{\alpha,\beta}) < 0, & \text{if } t_{\alpha,\beta} < t_{\alpha,\gamma},
\end{cases}$$
necessarily \( b = t_{\alpha, \gamma} < t_{\alpha, \beta} \). Now \( (u - w)(b) = u(t_{\alpha, \gamma}) > 0 \) and we get a contradiction. The case \( 0 < \beta < \gamma \) can be handled in the same way.

Now we prove the existence. Suppose that there exists \( \alpha > 0 \) such that for any \( \beta > 0 \) \( u(\alpha, \beta, t_{\alpha, \beta}) > 0 \) or \( v(\alpha, \beta, t_{\alpha, \beta}) > 0 \). Since \( \alpha \) is fixed we shall write \( u_{\beta} \), \( v_{\beta} \), \( t_{\beta} \) and \( T_{\beta} \) instead of \( u(\alpha, \beta, \cdot) \), \( v(\alpha, \beta, \cdot) \), \( t_{\alpha, \beta} \) and \( T_{\alpha, \beta} \). Define the following two sets

\[
B = \{ \beta > 0 : u_{\beta}(t_{\beta}) = 0 \text{ and } v_{\beta}(t_{\beta}) > 0 \},
\]

\[
C = \{ \beta > 0 : u_{\beta}(t_{\beta}) > 0 \text{ and } v_{\beta}(t_{\beta}) = 0 \}.
\]

Then we have

\[
(0, +\infty) = B \cup C.
\]

The proof of the proposition is completed by using the next lemma which contradicts (2.3).

**Lemma 2.1.** \( B = C = \emptyset \).

The proof follows readily from (2.3) and the next two lemmas.

**Lemma 2.2.**

i) Suppose \( B \neq \emptyset \). Then there exists \( m > 0 \) such that \( m \leq \inf B \).

ii) Suppose \( C \neq \emptyset \). Then there exists \( M > 0 \) such that \( M \geq \sup C \).

**Lemma 2.3.** \( B \) and \( C \) are open.

**Proof of Lemma 2.2.** We have

\[
u_{\beta}(t) = \alpha - \int_0^t (t - s) g(v_{\beta}(s)) \, ds, \quad 0 \leq t < T_{\beta},
\]

and

\[
v_{\beta}(t) = \beta - \int_0^t (t - s) f(u_{\beta}(s)) \, ds, \quad 0 \leq t < T_{\beta}.
\]

i) Let \( \beta \in B \). (2.2) and (2.4) imply

\[
t_{\beta} \geq \left( \frac{2\alpha}{g(\beta)} \right)^{1/2}
\]
and from (2.5) we get

\begin{equation}
\beta > \int_0^{t_3} (t_\beta - s) f(u_\beta(s)) \, ds.
\end{equation}

Suppose that \( \inf B = 0 \) and let \( (\beta_j) \) be a sequence in \( B \) decreasing to zero. Then \( t_{\beta_j} \to +\infty \) by (2.6). From (2.7) we deduce that

\begin{equation}
\beta_j \geq \int_0^{1} (t_{\beta_j} - s) f(u_{\beta_j}(s)) \, ds
\end{equation}

for \( j \) large. Using (2.2) and (2.4) we have

\begin{equation}
u_{\beta_j}(t) \geq \alpha - \frac{g(\beta_j)}{2} \geq \frac{\alpha}{2}
\end{equation}

for \( t \in [0,1] \) and \( j \) large. From (2.8) and (2.9) we get

\[ \beta_j \geq c \]

for \( j \) large where \( c > 0 \) is independent of \( j \). This gives a contradiction.

\[ \text{ii) Suppose that } \sup C = +\infty \text{ and let } (\beta_j) \text{ be a sequence in } C \text{ increasing to } +\infty. \text{ By virtue of (2.2) we have} \]

\begin{equation}
0 < u_{\beta_j}(t) \leq \alpha, \quad \text{for } t \in [0,t_{\beta_j}].
\end{equation}

(2.5) and (2.10) imply that \( t_{\beta_j} \to +\infty \) as \( j \to +\infty \). Then we can assume that \( t_{\beta_j} \geq 1 \) for all \( j \) and that

\begin{equation}
f(\alpha) \leq \beta_j, \quad \text{for all } j.
\end{equation}

(2.2), (2.5), (2.10) and (2.11) imply

\[ \frac{\beta_j}{2} \leq v_{\beta_j}(t) \leq \beta_j, \quad \text{for } t \in [0,1], \]

and using (2.4) we deduce that \( u_{\beta_j}(1) \leq \alpha - g(\beta_j/2)/2 \). But then \( u_{\beta_j}(1) < 0 \) for \( j \) large contradicting (2.10).

The proof of Lemma 2.3 depends on the following two lemmas.
Lemma 2.4.

i) Suppose that $B \neq \emptyset$. Then for any $\beta \in B$ we have $u'_\beta < 0$ on $(0,t_\beta]$ and $v'_\beta < 0$ on $(0,t_\beta]$. If in addition $T_\beta < +\infty$, then for any $\gamma > \alpha$ (respectively, $\delta > \beta$) there exists $t \in (t_\beta,T_\beta)$ (respectively, $s \in (t_\beta,T_\beta)$) such that $|u_\beta(t)| = \gamma$ and $|u_\beta(r)| \leq \gamma$ for $r \in [0,t]$ (respectively, $|v_\beta(s)| = \delta$ and $|v_\beta(r)| \leq \delta$ for $r \in [0,s]$).

ii) Suppose that $C \neq \emptyset$. Then for any $\beta \in C$ we have $u'_\beta < 0$ on $(0,t_\beta]$ and $v'_\beta < 0$ on $(0,t_\beta]$. If in addition $T_\beta < +\infty$, then for any $\gamma > \alpha$ (respectively, $\delta > \beta$) there exists $t \in (t_\beta,T_\beta)$ (respectively, $s \in (t_\beta,T_\beta)$) such that $|u_\beta(t)| = \gamma$ and $|u_\beta(r)| \leq \gamma$ for $r \in [0,t]$ (respectively, $|v_\beta(s)| = \delta$ and $|v_\beta(r)| \leq \delta$ for $r \in [0,s]$).

Lemma 2.5. Suppose that $B \neq \emptyset$ and $C \neq \emptyset$. Then for any $\beta > 0$ there exists $\eta > 0$ such that $\min\{T_\beta,T_\gamma\} > \max\{t_\beta,t_\gamma\}$ for any $\gamma \in (\beta - \eta, \beta + \eta)$.

Proof of Lemma 2.4. The first part of i) is clear. Now assume that $T_\beta < +\infty$. If $u_\beta$ (respectively, $v_\beta$) is bounded on $[0,T_\beta)$, then (2.5) (respectively, (2.4)) and (2.2) imply that $v_\beta$ (respectively, $u_\beta$), $u'_\beta$ and $v'_\beta$ are also bounded on $[0,T_\beta)$ contradicting the definition of $T_\beta$. Thus $u_\beta$ and $v_\beta$ can not be bounded on $[0,T_\beta)$ and the last part of i) follows easily. ii) can be proved similarly.

Proof of Lemma 2.5. Let $\beta$ be a fixed positive number. (2.3) implies that $\beta \in B \cup C$. Let $\gamma > 0$. In the same way $\gamma \in B \cup C$. From (2.4), (2.5) using Gronwall’s inequality we obtain

\begin{equation}
\max\{|u_\beta(t) - u_\gamma(t)|, |v_\beta(t) - v_\gamma(t)|\}
\leq |\beta - \gamma| \left(1 + \int_0^t h(s) \exp\left(\int_s^t r h(r) \, dr\right) \, ds\right)
\end{equation}

for $t \in [0, \min\{T_\beta,T_\gamma\}]$, where the function $h$ is given by

\begin{equation}
h(t) = \max\left\{\sup_{0 \leq \rho \leq 1} |f'(\rho u_\beta(t) + (1 - \rho) u_\gamma(t))|, \sup_{0 \leq \zeta \leq 1} |f'(\zeta v_\beta(t) + (1 - \zeta) v_\gamma(t))|\right\}
\end{equation}

for $t \in [0, \min\{T_\beta,T_\gamma\}]$. Suppose that $\max\{t_\beta,t_\gamma\} \geq \min\{T_\beta,T_\gamma\}$. Then, by Proposition 2.2, $\min\{T_\beta,T_\gamma\} < +\infty$. If $\min\{T_\beta,T_\gamma\} = T_\beta$, then...
then necessarily $\max\{t_\beta, t_\gamma\} = t_\gamma$. By Lemma 2.4 there exists $t \in (t_\beta, T_\beta)$ such that $|u_\beta(t)| = 2\alpha$ and $|u_\beta(s)| \leq 2\alpha$ for $s \in [0, t]$. Since $0 \leq u_\gamma(s) \leq \alpha$ and $0 \leq v_\gamma(s) \leq \gamma$ for $s \in [0, t]$ by Lemma 2.4, (2.12) and (2.13) imply
\begin{equation}
\alpha \leq |u_\beta(t) - u_\gamma(t)| \leq c |\beta - \gamma|
\end{equation}
where $c > 0$ depends on $\alpha, \beta, \gamma$ and $t \in (t_\beta, T_\beta)$; clearly $c$ is bounded with respect to $\gamma$ when $\gamma$ is in a bounded set. If $\min\{T_\beta, T_\gamma\} = T_\gamma$, then necessarily $\max\{t_\beta, t_\gamma\} = t_\beta$ and the proof is the same but now $t \in (t_\gamma, T_\gamma)$. Since in this case $T_\gamma \leq t_\beta$ we can choose in (2.14) the same $c$ as before. The lemma follows.

**Proof of Lemma 2.3.** 1) Suppose that $B$ is not open. (2.3) implies that there exists $\beta \in B$ and a sequence $\{\beta_j\}$ in $C$ such that $\beta_j \to \beta$ and $t_{\beta_j} \to T \in [0, +\infty]$. By Lemma 2.5 we can assume that $\min\{T_{\beta_j}, T_{\beta_j}\} > \max\{t_{\beta_j}, t_{\beta_j}\}$ for all $j$ and so $T \leq T_{\beta_j}$. We first show that $T < +\infty$. If not, we can assume that $t_{\beta_j} \geq t_{\beta}$ for all $j$ by Proposition 2.2. Let $t \in [0, t_{\beta}]$. Using Lemma 2.4 we get
\begin{equation}
\int_0^t (t - s) g(v_{\beta_j}(s)) \, ds \leq \frac{g(\beta_j)^2 t^2}{2}.
\end{equation}
Choose $t \in (0, t_{\beta}]$ such that $g(\beta_j)^2 t^2/2 \leq \alpha/2$ for all $j$. Then using again Lemma 2.4 and the fact that
\begin{equation}
u_{\beta_j}(t) = \alpha - \int_0^t (t - s) g(v_{\beta_j}(s)) \, ds
\end{equation}
we obtain $\nu_{\beta_j}(s) \geq \alpha/2$ for $s \in [0, t]$ and for all $j$. Since
\begin{align}
\beta_j &= \int_0^t (t_{\beta_j} - s) f(\nu_{\beta_j}(s)) \, ds \\
&\geq \int_0^t (t_{\beta_j} - s) f(\nu_{\beta_j}(s)) \, ds \\
&\geq f\left(\frac{\alpha}{2}\right) t \left(t_{\beta_j} - \frac{t}{2}\right)
\end{align}
for all $j$ we reach a contradiction. Now suppose that $T < T_{\beta}$. Then from (2.12), (2.13) and Lemma 2.4 we get
\begin{equation}
|v_\beta(t_{\beta_j}) - v_{\beta_j}(t_{\beta_j})| \leq c |\beta_j - \beta|, \quad \text{for all } j,
\end{equation}
where $c$ is a positive constant independent of $j$. Since $v_{\beta_j}(t_{\beta_j}) = 0$ for all $j$, (2.15) implies that $v_{\beta}(T) = 0$. Therefore $T > t_{\beta}$. We can assume that $t_{\beta_j} \geq (T + t_{\beta})/2$ for all $j$. Let $t \in [t_{\beta}, T)$. Again we can assume that $t_{\beta_j} \geq t$ for all $j$. By Lemma 2.4 we have for all $j$

$$0 \leq u_{\beta_j}(s) \leq \alpha, \quad \text{for } s \in [0, t],$$

and

$$0 \leq v_{\beta_j}(s) \leq \beta_j, \quad \text{for } s \in [0, t].$$

Then (2.12) and (2.13) give for $s \in [0, t]$

$$|u_{\beta}(s) - u_{\beta_j}(s)| \leq c|\beta_j - \beta|, \quad \text{for all } j,$$

where $c$ is a positive constant independent of $j$. Let $s = t_{\beta}$ in (2.16), we get

$$u_{\beta_j}(t_{\beta}) \to 0 \quad \text{when } j \to +\infty.$$

Since $u_{\beta_j}(t) \leq u_{\beta_j}(t_{\beta})$ we obtain

$$u_{\beta_j}(t) \to 0 \quad \text{when } j \to +\infty.$$

From (2.16) with $s = t$ and (2.17) we deduce that $u_{\beta}(t) = 0$. Since $t \in [t_{\beta}, T)$ is arbitrary we obtain a contradiction by using Lemma 2.4. Thus $T = T_{\beta}$. Then necessarily $T_{\beta} < +\infty$. By Lemma 2.4 we can find $s \in (t_{\beta}, T_{\beta})$ such that $|v_{\beta}(s)| = 2 \beta$ and $|v_{\beta}(r)| \leq 2 \beta$ for $r \in [0, s]$. We can assume that $t_{\beta_j} \geq s$ and $\beta/2 < \beta_j < 3\beta/2$ for all $j$. Then from (2.12), (2.13) and Lemma 2.4 we obtain

$$\frac{\beta}{2} \leq |v_{\beta}(s) - u_{\beta_j}(s)| \leq c|\beta_j - \beta|, \quad \text{for all } j,$$

where $c$ is a positive constant independent of $j$. Clearly this is impossible.

2) Suppose that $C$ is not open. (2.3) implies that there exists $\beta \in C$ and a sequence $(\beta_j)$ in $B$ such that $\beta_j \to \beta$ and $t_{\beta_j} \to T \in [0, +\infty]$. By Lemma 2.5 we can assume that $\min\{T_{\beta_j}, T_{\beta_j}\} > \max\{|t_{\beta}, t_{\beta_j}\}$ for all $j$ and so $T \leq T_{\beta_j}$. As in 1) we can show that $T < +\infty$. Now suppose that $T < T_{\beta}$. Then from (2.12), (2.13) and Lemma 2.4 we get

$$|u_{\beta}(t_{\beta_j}) - u_{\beta_j}(t_{\beta_j})| \leq c|\beta_j - \beta|, \quad \text{for all } j,$$
where \( c \) is a positive constant independent of \( j \). Since \( u_{\beta_j}(t_{\beta_j}) = 0 \) for all \( j \), (2.18) implies that \( u_{\beta}(T) = 0 \). Therefore \( T > t_{\beta} \). We can assume that \( t_{\beta_j} \geq (T + t_{\beta})/2 \) for all \( j \). Let \( t \in [t_{\beta}, T) \). Again we can assume that \( t_{\beta_j} \geq t \) for all \( j \). By Lemma 2.4 we have for all \( j \)
\[
0 \leq u_{\beta_j}(s) \leq \alpha, \quad \text{for } s \in [0, t],
\]
and
\[
0 \leq v_{\beta_j}(s) \leq \beta_j, \quad \text{for } s \in [0, t].
\]
Then (2.12) and (2.13) give for \( s \in [0, t] \)
\[
|v_{\beta}(s) - v_{\beta_j}(s)| \leq c |\beta_j - \beta|, \quad \text{for all } j,
\]
where \( c \) is a positive constant independent of \( j \). Let \( s = t_{\beta} \) in (2.19), we get
\[
v_{\beta_j}(t_{\beta}) \to 0 \quad \text{when } j \to +\infty.
\]
Since \( v_{\beta_j}(t) \leq v_{\beta_j}(t_{\beta}) \) we obtain
\[
v_{\beta_j}(t) \to 0 \quad \text{when } j \to +\infty.
\]
From (2.19) with \( s = t \) and (2.20) we deduce that \( v_{\beta}(t) = 0 \). Since \( t \in [t_{\beta}, T) \) is arbitrary we obtain a contradiction by using Lemma 2.4. Thus \( T = T_{\beta} \). Then necessarily \( T_{\beta} < +\infty \). By Lemma 2.4 we can find \( t \in (t_{\beta}, T_{\beta}) \) such that \( |u_{\beta}(t)| = 2 \alpha \) and \( |u_{\beta}(r)| \leq 2 \alpha \) for \( r \in [0, t] \). We can assume that \( t_{\beta_j} \geq t \) for all \( j \). Then from (2.12), (2.13) and Lemma 2.4 we obtain
\[
\alpha \leq |u_{\beta_j}(t) - u_{\beta_j}(t_{\beta})| \leq c |\beta_j - \beta|, \quad \text{for all } j,
\]
where \( c \) is a positive constant independent of \( j \). Clearly this is impossible. The proof of the lemma is complete.

Now we introduce
\[
F(t) = \int_0^t f(s) \, ds \quad \text{and} \quad G(t) = \int_0^t g(s) \, ds.
\]
The following lemma will be needed in the next section.

**Lemma 2.6.** For any \( \alpha > 0, \beta > 0 \) we have
\[
(2.21) \quad u'(\alpha, \beta, t) v'(\alpha, \beta, t) + F(u(\alpha, \beta, t)) + G(v(\alpha, \beta, t)) = F(\alpha) + G(\beta)
\]
for \( t \in [0, T_{\alpha, \beta}) \).

The proof is obvious.
3. Proof of Theorem 1.1.

We keep the notations introduced in Section 2. Clearly Theorem 1.1 is an immediate consequence of the following result.

**Theorem 3.1.** Let $f, g \in C^1(\mathbb{R})$ satisfy $(H_1)$ and $(H_2)$. Then for any $\alpha > 0$ there exists a unique $(\beta(\alpha), t(\alpha)) \in (0, +\infty) \times (0, +\infty)$ such that $u(\alpha, \beta(\alpha), t(\alpha)) = v(\alpha, \beta(\alpha), t(\alpha)) = 0$ and $u(\alpha, \beta(\alpha), t) > 0$, $v(\alpha, \beta(\alpha), t) > 0$ for $t \in [0, t(\alpha))$. Moreover $\beta(\alpha)$ is a strictly increasing function of $\alpha$ and $t(\alpha)$ is a strictly decreasing function of $\alpha$.

**Proof.** Let $\alpha > 0$ be fixed. Since $f$ and $g$ verify the hypotheses used in Section 2 the existence and uniqueness of $(\beta(\alpha), t(\alpha))$ satisfying the conditions of the theorem are given by Proposition 2.3. Unfortunately the proof of the last part of the theorem is rather long. For $\alpha > 0$, $\beta > 0$ define

$$\varphi(\alpha, \beta, t) = \frac{\partial u}{\partial \alpha}(\alpha, \beta, t), \quad \psi(\alpha, \beta, t) = \frac{\partial v}{\partial \alpha}(\alpha, \beta, t),$$

and

$$\rho(\alpha, \beta, t) = \frac{\partial u}{\partial \beta}(\alpha, \beta, t), \quad \chi(\alpha, \beta, t) = \frac{\partial v}{\partial \beta}(\alpha, \beta, t),$$

for $t \in [0, T_{\alpha, \beta})$. Then $\varphi$, $\psi$, $\rho$ and $\chi$ satisfy the linearized equations

$$\begin{cases}
-\varphi''(t) = g'(v(t)) \psi(t), & 0 \leq t < T_{\alpha, \beta}, \\
-\psi''(t) = f'(u(t)) \varphi(t), & 0 \leq t < T_{\alpha, \beta}, \\
\varphi(0) = 1, \quad \psi(0) = \varphi'(0) = \psi'(0) = 0,
\end{cases}$$

(3.1)

and

$$\begin{cases}
-\rho''(t) = g'(v(t)) \chi(t), & 0 \leq t < T_{\alpha, \beta}, \\
-\chi''(t) = f'(u(t)) \rho(t), & 0 \leq t < T_{\alpha, \beta}, \\
\chi(0) = 1, \quad \rho(0) = \rho'(0) = \chi'(0) = 0.
\end{cases}$$

(3.2)

We first prove the following lemma.

**Lemma 3.1.** We have $\varphi' > 0$ (respectively, $\chi' > 0$) on $(0, t_{\alpha, \beta}]$ and $\psi' < 0$ (respectively, $\rho' < 0$) on $(0, t_{\alpha, \beta}]$. 

Uniqueness of positive solutions

Proof. We have $\psi''(0) = -f'(\alpha) < 0$ (respectively, $\rho''(0) = -g'(\beta) < 0$). Then $\psi < 0$ (respectively, $\rho < 0$) in $(0, \eta]$ for some $\eta > 0$. Since the proof is the same in both cases we only prove that $\varphi' > 0$ and $\psi' < 0$ on $(0, t_{\alpha, \beta}]$. By what we have just seen we can define

$$t_0 = \sup\{t \in (0, t_{\alpha, \beta}] : \varphi' \psi < 0 \text{ on } (0, t]\}.$$  

Since

$$\varphi'(t) = - \int_0^t g'(v(s)) \psi(s) \, ds$$

and

$$\psi'(t) = - \int_0^t f'(u(s)) \varphi(s) \, ds$$

we deduce that $\varphi' > 0$ and $\psi' < 0$ on $(0, t_0]$. Therefore $\varphi(t_0) \psi(t_0) < 0$ and necessarily $t_0 = t_{\alpha, \beta}$.

Now let $D = \{(\alpha, \beta, t) : \alpha > 0, \beta > 0, \text{ and } t \in [0, T_{\alpha, \beta}]\}$. It is well-known that $D$ is open in $(0, +\infty) \times (0, +\infty) \times [0, +\infty)$. Consider the map $H : D \to \mathbb{R}^2$ defined by

$$H(\alpha, \beta, t) = (u(\alpha, \beta, t), v(\alpha, \beta, t)).$$

Then $H \in C^1(D, \mathbb{R}^2)$ and

$$H(\alpha, \beta(\alpha), t(\alpha)) = 0, \quad \text{for } \alpha > 0.$$  \hspace{1cm} (3.3)

Since by Theorems A and B we have

$$u'(\alpha, \beta(\alpha), t) < 0 \quad \text{and} \quad v'(\alpha, \beta(\alpha), t) < 0$$  \hspace{1cm} (3.4)

for $t \in (0, t(\alpha)]$, using Lemma 3.1 we get

$$\det D(\beta, t) H(\alpha, \beta(\alpha), t(\alpha)) = (\rho \psi' - \chi u') (\alpha, \beta(\alpha), t(\alpha)) > 0.$$  \hspace{1cm}

Therefore by the implicit function theorem $\alpha \to (\beta(\alpha), t(\alpha))$ is a $C^1$ map for $\alpha > 0$. Differentiating (3.3) with respect to $\alpha$ we get

$$\varphi'(\alpha, \beta(\alpha), t(\alpha)) + \rho(\alpha, \beta(\alpha), t(\alpha)) \beta'(\alpha) + u'(\alpha, \beta(\alpha), t(\alpha)) t'(\alpha) = 0$$  \hspace{1cm} (3.5)

and

$$\psi'(\alpha, \beta(\alpha), t(\alpha)) + \chi(\alpha, \beta(\alpha), t(\alpha)) \beta'(\alpha) + v'(\alpha, \beta(\alpha), t(\alpha)) t'(\alpha) = 0$$  \hspace{1cm} (3.6)
for $\alpha > 0$. Since

$$\beta'(\alpha) = (\det D_{\theta}(\alpha, \beta(\alpha), t(\alpha)))^{-1}(\psi u' - \varphi v')(\alpha, \beta(\alpha), t(\alpha))$$

we deduce from (3.4) and Lemma 3.1 that $\beta'(\alpha) > 0$. Define

$$X(\alpha, t) = \varphi(\alpha, \beta(\alpha), t) + \rho(\alpha, \beta(\alpha), t) \beta'(\alpha)$$

and

$$Y(\alpha, t) = \psi(\alpha, \beta(\alpha), t) + \chi(\alpha, \beta(\alpha), t) \beta'(\alpha).$$

The proof of the theorem is completed by using (3.4), (3.5) and the next lemma.

**Lemma 3.2.** There exists $t_0 \in (0, t(\alpha))$ (respectively, $s_0 \in (0, t(\alpha))$) such that $X(\alpha, t) > 0$ for $t \in [0, t_0)$ (respectively, $X(\alpha, t) > 0$ for $t \in [0, s_0)$) and $X(\alpha, t) < 0$ for $t \in (t_0, t(\alpha)]$ (respectively, $X(\alpha, t) < 0$ for $t \in (s_0, t(\alpha))$).

**Proof.** In order to simplify our notations, we denote $X(\alpha, t), Y(\alpha, t), u(\alpha, \beta(\alpha), t)$ and $v(\alpha, \beta(\alpha), t)$ by $X(t), Y(t), u(t)$ and $v(t)$. We have

$$\begin{align*}
\begin{cases}
-X''(t) &= g'(v(t))Y(t), & 0 \leq t < T_{\alpha, \beta(\alpha)}, \\
-Y''(t) &= f'(u(t))X(t), & 0 \leq t < T_{\alpha, \beta(\alpha)}, \\
X(0) &= 1, X'(0) = 0, Y(0) = \beta'(\alpha) > 0, Y'(0) = 0.
\end{cases}
\end{align*}
$$

(3.7)

**Lemma 3.3.** $X \geq 0$ on $[0, t(\alpha)]$ if and only if $Y \geq 0$ on $[0, t(\alpha)]$.

**Proof.** Suppose that $X \geq 0$ on $[0, t(\alpha)]$. From (3.4), (3.5) and (3.6) we get $Y(t(\alpha)) \geq 0$. Then Theorem A implies that $Y \geq 0$ on $[0, t(\alpha)]$. The converse can be proved in the same way.

Now suppose that $X \geq 0$ on $[0, t(\alpha)]$. By Lemma 3.3 we also have $Y \geq 0$ on $[0, t(\alpha)]$. Then using (H1), (H2) and (3.4) we obtain

$$\begin{align*}
0 < \int_0^{t(\alpha)} (f'(u) - f(u)) X &= \int_0^{t(\alpha)} v'' X - Y'' u \\
= (v'X)(t(\alpha)) + (u'Y)(t(\alpha)) + \int_0^{t(\alpha)} v X'' - u'' Y \\
= (v'X)(t(\alpha)) + (u'Y)(t(\alpha)) + \int_0^{t(\alpha)} (g(v) - g'(v)v) Y \leq 0
\end{align*}$$
and we reach a contradiction. In the same way $Y$ can not remain nonnegative on $[0, t(\alpha)]$. Thus we can define $t_0$ (respectively, $s_0$) to be the first zero of $X$ (respectively, $Y$) on $(0, t(\alpha))$. Moreover there exist $x \in (t_0, t(\alpha))$ and $y \in (s_0, t(\alpha))$ such that $X(x) < 0$ and $Y(y) < 0$. We shall prove that $X < 0$ on $(t_0, t(\alpha)]$ and $Y < 0$ on $(s_0, t(\alpha)]$ and this will complete the proof of Lemma 3.2. Suppose the contrary, then we have the following lemma.

**Lemma 3.4.** There exist $s_1, t_1 \in (\max\{s_0, t_0\}, t(\alpha)]$ such that $X < 0$ on $(t_0, t_1)$, $X(t_1) = 0$, $Y < 0$ on $(s_0, s_1)$ and $Y(s_1) = 0$. Moreover if $t = \min\{s_1, t_1\}$, then we have $X'(t) > 0$ and $Y'(t) > 0$.

Admitting the lemma for the moment, we show that we reach a contradiction. Differentiating (2.21) with respect to $\alpha$ and $\beta$ respectively and taking the value at $(\alpha, \beta(\alpha), t)$ with $t \in [0, T_{\alpha, \beta(\alpha)}]$ we get

$$\varphi' \psi' + u' \psi' + g(v) \psi + f(u) \varphi = f(\alpha)$$

and

$$\rho' \varphi' + u' \chi' + g(v) \chi + f(u) \rho = g(\beta(\alpha))$$

for $t \in [0, T_{\alpha, \beta(\alpha)})$, from which we deduce

$$X' \psi' + Y' u' + g(v) Y + f(u) X = f(\alpha) + \beta'(\alpha) g(\beta(\alpha)) > 0$$

for $t \in [0, T_{\alpha, \beta(\alpha)}]$. Using (3.4), Lemma 3.4 and (3.8) for $t = \min\{s_1, t_1\}$ we see that the left hand side in (3.8) is negative and we get a contradiction.

In order to prove Lemma 3.4 we need

**Lemma 3.5.** $X(t) < 0$ on $(t_0, t(\alpha)]$ if and only if $Y(t) < 0$ on $(s_0, t(\alpha)]$.

**Proof.** Suppose that $X(t) < 0$ on $(t_0, t(\alpha)]$. Then from (3.4), (3.5) and (3.6) we get $Y(t(\alpha)) < 0$. Suppose that $t_0 < s_0$. Then Theorem A implies that $Y < 0$ on $(s_0, t(\alpha)]$. Now if $t_0 > s_0$, Theorems A and B imply that $Y' < 0$ on $(0, t_0]$. Thus $Y < 0$ on $(s_0, t_0]$. Then using Theorem A we get $Y < 0$ on $[t_0, t(\alpha)]$. The converse can be proved in the same way.

**Proof of Lemma 3.4.** Recall that our assumption is that $X$ can not remain negative on $(t_0, t(\alpha)]$ or that $Y$ can not remain negative on $(s_0, t(\alpha)]$.
Case 1. \( s_0 = t_0 \). By Theorems A and B we have \( X'(t_0) < 0 \) and \( Y'(t_0) < 0 \). Our assumption and Lemma 3.5 imply that there exist \( s_1, t_1 \in (t_0, t(\alpha)) \) such that \( X < 0 \) on \((t_0, t_1)\), \( X(t_1) = 0 \), \( Y < 0 \) on \((t_0, s_1)\) and \( Y(s_1) = 0 \). If \( s_1 = t_1 \) Theorems A and B imply that \( X'(t_1) > 0 \) and \( Y'(t_1) > 0 \). If \( s_1 > t_1 \) Theorems A and B imply that \( X' > 0 \) on \([t_1, s_1]\). Therefore \( Y'' < 0 \) on \([t_1, s_1]\). Since \( Y(t_1) < 0 \) and \( Y(s_1) = 0 \) Theorems A and B imply that \( Y'(t_1) > 0 \). In the same way if \( s_1 < t_1 \) we show that \( X'(s_1) > 0 \) and \( Y'(s_1) > 0 \).

Case 2. \( s_0 < t_0 \). By Theorems A and B we have \( Y' < 0 \) on \((0, t_0]\). Our assumption and Lemma 3.5 imply that there exists \( s_1 \in (t_0, t(\alpha)) \) such that \( Y < 0 \) on \((s_0, s_1)\) and \( Y(s_1) = 0 \). Let \( d \in (t_0, s_1) \) be such that \( Y(d) = \min_{0 \leq s \leq s_1} Y(s) \). Since \( Y''(d) = -f'(u(d))X(d) \) we obtain \( X(d) \leq 0 \). Then Theorems A and B imply that \( X'(t_0) < 0 \). By virtue of Lemma 3.5 there exists \( t_1 \in (t_0, t(\alpha)) \) such that \( X < 0 \) on \((t_0, t_1)\) and \( X(t_1) = 0 \). Then we conclude as in Case 1.

Case 3. \( s_0 > t_0 \). The proof is analogous to that given in Case 2.

The proof is complete.

4. An existence result and examples.

We begin this section with an existence result concerning positive solutions of problem (1.2).

The method we use to prove the existence of a positive solution of problem (1.2) consists of first obtaining a priori estimates on the positive solutions and then applying well-known properties of compact mapping taking a cone in a Banach space into itself (see [3]).

We denote by \( \mu_1 \) the first eigenvalue of the operator \(-d^2/dx^2\) on \((-R, R)\) with Dirichlet boundary conditions and \( \varphi_1 \) is the positive eigenfunction corresponding to \( \mu_1 \) \((\mu_1 = \pi^2/4R^2 \text{ and } \varphi_1(t) = C \cos(\pi t/2R) \text{ where } C > 0 \text{ is a constant})\).

**Theorem 4.1.** Let \( f, g \in C(\mathbb{R}) \) satisfy the following hypotheses

\( \begin{align*}
(H_3) & \quad f(s), g(s) \geq 0, \quad \text{for } s \geq 0, \\
(H_4) & \quad \liminf_{s \to +\infty} \frac{f(s)}{s} > a > 0, \quad \liminf_{s \to +\infty} \frac{g(s)}{s} > b > 0 \quad \text{and} \quad ab > \mu_1^2, \\
(H_5) & \quad \limsup_{s \to 0} \frac{f(s)}{s} < c, \quad \limsup_{s \to 0} \frac{g(s)}{s} < d \quad \text{and} \quad cd < \mu_1^2.
\end{align*} \)
Then problem \((1.2)\) possesses at least one positive solution \((u,v) \in (C^2[0,R])^2\).

**Proof.** We first prove that there exists \(M > 0\) such that

\[
\|u\|_\infty \leq M \quad \text{and} \quad \|v\|_\infty \leq M
\]

for all positive solutions \((u,v) \in (C^2[0,R])^2\) of \((1.2)\). By \((H_4)\), there exist \(K_j > 0\) for \(j = 1, 2\) such that

\[
f(s) \geq a s - K_1, \quad \text{for} \ s \geq 0,
\]

and

\[
g(s) \geq b s - K_2 \quad \text{for} \ s \geq 0.
\]

Now let \((u,v) \in (C^2[0,R])^2\) be a positive solution of \((1.2)\). Then, \(C\) denoting a generic positive constant, we have

\[
\mu_1^2 \int_0^R \varphi_1 u \, dt = -\mu_1 \int_0^R u \varphi_1'' \, dt = -\mu_1 \int_0^R \varphi_1 u'' \, dt
\]

\[
= \mu_1 \int_0^R \varphi_1 g(v) \, dt \geq b \mu_1 \int_0^R \varphi_1 v \, dt - C
\]

\[
= -b \int_0^R \varphi_1'' v \, dt - C = -b \int_0^R \varphi_1 v'' \, dt - C
\]

\[
= b \int_0^R \varphi_1 f(u) \, dt - C \geq a b \int_0^R \varphi_1 u \, dt - C.
\]

From \((4.2)\) we deduce that

\[
\int_0^R \varphi_1 u \, dt \leq C, \quad \int_0^R \varphi_1 v \, dt \leq C,
\]

\[
\int_0^R \varphi_1 f(u) \, dt \leq C \quad \text{and} \quad \int_0^R \varphi_1 g(v) \, dt \leq C,
\]

where \(C\) is again a generic positive constant. Now we have

\[
u(t) = \int_0^R G(t, s) g(v(s)) \, ds \quad \text{and} \quad v(t) = \int_0^R G(t, s) f(u(s)) \, ds
\]
for $t \in [0, R]$, where $G(t, s)$ denotes the Green’s function of the operator $-d^2/dx^2$ on $(-R, R)$ with Dirichlet boundary conditions. Since

$$G(t, s) = \begin{cases} R - t, & 0 \leq s \leq t \leq R, \\ R - s, & 0 \leq t \leq s \leq R, \end{cases}$$

we have

$$(4.5) \quad 0 \leq G(t, s) \leq R - s, \quad \text{for } 0 \leq t, s \leq R.$$ 

We also have

$$(4.6) \quad c_1 (R - s) \leq \varphi_1(s) \leq c_2 (R - s), \quad \text{for } s \in [0, R],$$

for some positive constants $c_j, j = 1, 2$. From (4.3)-(4.6) we easily get

$$u(t) \leq C \quad \text{and} \quad v(t) \leq C \quad \text{for } t \in [0, R],$$

where $C$ is a positive constant and (4.1) is proved.

Now we can establish the existence of a positive solution of problem (1.2) by using Proposition 2.1 and Remark 2.1 of [3]. The arguments are by now well-known. However, in order that the paper be self contained, we provide details here (see [1], [2] or [4] for similar detailed proofs).

Let $X$ denote the Banach space $(C[0, R])^2$ endowed with the norm $$\| (u, v) \| = \max \{ \| u \|_\infty, \| v \|_\infty \}.$$ Define the cone

$$C = \{ (u, v) \in X : (u, v) \geq 0 \}.$$ 

For $((u, v), x) \in C \times [0, +\infty)$ we define

$$F((u, v), x)(t) = (F_1((u, v), x)(t), F_2((u, v), x)(t)), \quad \text{for } t \in [0, R],$$

where

$$F_1((u, v), x)(t) = \int_0^R G(t, s) g(v(s) + x) \, ds,$$

$$F_2((u, v), x)(t) = \int_0^R G(t, s) f(u(s) + x) \, ds,$$

and

$$\Phi(u, v) = F((u, v), 0).$$
By (H₃), F maps \( C \times [0, +\infty) \) into \( C \). Since \( G \) is continuous, it is well-known that \( F \) is compact. (H₃) and (H₅) imply that \( f(0) = g(0) = 0 \), hence \( \Phi(0) = 0 \). Now the following properties hold:

i) \((u, v) \neq \theta \Phi(u, v)\) for all \( \theta \in [0, 1] \) and \((u, v) \in C\) such that \( \|(u, v)\| = r \) for sufficiently small \( r > 0 \). Indeed by (H₅) we can choose \( r > 0 \) such that \( f(s) \leq cs \) and \( g(s) \leq ds \) for \( 0 \leq s \leq r \). Now suppose that there exist \( \theta \in [0, 1] \) and \((u, v) \in C\) such that \((u, v) = \theta \Phi(u, v)\) with \( \|(u, v)\| = r \). Then

\[
\begin{aligned}
-u''(t) &= \theta g(v(t)), \quad 0 \leq t < R, \\
-v''(t) &= \theta f(u(t)), \quad 0 \leq t < R, \\
u(R) &= v(R) = u'(0) = v'(0) = 0.
\end{aligned}
\]

By Theorem A, \( u, v > 0 \) on \([0, R]\). We have

\[
\mu_1^2 \int_0^R \varphi_1 u \, dt = -\mu_1 \int_0^R u \varphi_1'' \, dt = -\mu_1 \int_0^R \varphi_1 u'' \, dt
\]

\[
= \mu_1 \theta \int_0^R \varphi_1 g(v) \, dt \leq d \mu_1 \int_0^R \varphi_1 v \, dt
\]

\[
= -d \int_0^R v \varphi_1'' \, dt = -d \int_0^R \varphi_1 v'' \, dt
\]

\[
= d \theta \int_0^R \varphi_1 f(u) \, dt \leq cd \int_0^R \varphi_1 u \, dt
\]

and we reach a contradiction because the integrals are nonzero.

ii) By (H₄), there exists \( x_0 > 0 \) such that

\[f(s + x) \geq a(s + x) \geq a s\]

and

\[g(s + x) \geq b(s + x) \geq b s, \quad \text{for } s \geq 0, \ x \geq x_0 > 0.\]

Then using the same arguments as in the proof of (4.1) and Theorem A, we can show that \( F((u, v), x) \neq (u, v) \) for all \((u, v) \in C \) and \( x \geq x_0 \).

iii) Now we note that the constant in (4.1) can be chosen independently of the parameter \( x \in [0, x_0] \) for each fixed \( x_0 \in (0, +\infty) \) if we consider positive solutions of \((1.2)\) for the family of nonlinearities.
\[ f_x(t) = f(t + x), \quad g_x(t) = g(t + x), \quad t \geq 0. \] Thus we can find a constant \( R > r \) such that \( F((u, v), x) \neq (u, v) \) for all \( x \in [0, x_0] \) and \((u, v) \in C \) with \( \|(u, v)\| = R \).

Thus we may apply Proposition 2.1 and Remark 2.1 stated in [3] to conclude that \( \Phi \) has a nontrivial fixed point \((u, v) \in C\). Theorem A and the properties of the Green’s function imply that any nontrivial fixed point of \( \Phi \) in \( C \) yields a positive solution of (1.2) in \( (C^2[0, R])^2 \). The proof of the theorem is complete.

**Remark.** Note that, for the a priori estimates, condition \((H_3)\) is not needed. We need it merely to insure that the maps \( \Phi \) and \( F \) are cone-preserving.

We conclude this section with some examples to which our theorems apply.

a) We first consider problem (1.3) where \( g(v) = v \). When \( f(u) = \sum_{j=1}^{k} a_j u^{p_j} \) for \( u > 0 \) with \( p_j > 1 \) and \( a_j > 0 \) for \( j = 1, \ldots, k \) and \( k \geq 1 \) or \( f(u) = u^r/(1+u^s) \) for \( u > 0 \) with \( r-1 > s > 0 \), Theorem 4.1 implies the existence of a positive solution of (1.3) and Corollary 1.1 gives the uniqueness.

b) For problem (1.1) we can take \( f \) as in a) and \( g \) of the same type as \( f \). Then the existence of a positive solution of (1.1) follows from Theorem 4.1 and the uniqueness is given by Theorem 1.1.

c) Take
\[
\begin{align*}
\text{ } f(u) &= \lambda u + u^p, \quad \text{and } g(v) = \mu v + v^q, \quad u, v > 0,
\end{align*}
\]
with \( p, q > 1, \lambda, \mu > 0 \) and \( \lambda \mu < \mu_1^2 \). By Theorem 4.1 there exists a positive solution of (1.1). Then Theorem 1.1 gives the uniqueness.

This is an example of a perturbed linear system. Consider the linear eigenvalue problem
\[
\begin{align*}
\begin{cases}
-u'' &= \lambda_2 v, & \text{in } (-R, R), \\
-v'' &= \lambda_1 u, & \text{in } (-R, R), \\
u > 0, & v > 0, & \text{in } (-R, R), \\
u(\pm R) = v(\pm R) &= 0.
\end{cases}
\end{align*}
\]

(4.7)

The next lemma is a particular case of a result proved by Van Der Vorst [7] (see also [2] for an extension of this result).
Lemma 4.1. Problem (4.7) has a solution if and only if
\[ \lambda_j > 0, \quad \text{for } j = 1, 2, \quad \text{and} \quad \lambda_1 \lambda_2 = \mu_1^2. \]

The solution is given by \( u = c_1 \varphi_1 \), \( v = c_2 \varphi_1 \) where \( c_1 > 0 \) is an arbitrary constant and \( c_2 = c_1 (\lambda_1 / \lambda_2)^{1/2} \).

Clearly the above lemma shows that conditions \((H_1)\) and \((H_2)\) are sharp.
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