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§1. Introduction

In this paper we shall take a new approach to the theory of Besov spaces (or Lipschitz spaces) and Sobolev spaces of generalized functions or distributions defined on an open set with the cone property. These function spaces on the whole $n$-space $\mathbb{R}^n$ has been extensively studied by many authors, see e.g. [1], [2], [6], [7], [12], [22], [31], [32], [33]. However, it seems that theory of the spaces on an open subset $\Omega$ of $\mathbb{R}^n$ has not been completed up to now. To study it we shall employ the integral operator of the form

\begin{align}
(1.1) & \int_0^a t^\omega d^a t \int K(t, x, -z, x + tz) f(x + tz) dz, \quad \text{or} \\
(1.2) & \int_0^a t^\omega d^a t \int K(t, x, -z, x + tz) u(t, x + tz) dz,
\end{align}

where $K$ satisfies appropriate conditions stated below. A representation of generalized functions by means of the integrals as above, stated in Theorem 1 and proved by an elementary calculus, make it possible to discuss the various problem, such as extension to the whole $n$-space, imbedding and determination of the interpolation space and the dual space, without any help of approximation of generalized function by smooth functions. Another key result in this report is Theorem 2, a characterization of the function spaces by means of "regularization", which was suggested by H. Komatsu to the author. Taibleson [32] gave an analogue to this for Besov spaces on $\mathbb{R}^n$, which is an $n$-dimensional version of the result by
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Hardy-Littlewood [11], and E. M. Stein proved the fact that $L^p(\mathbb{R}^n)$-norm, $1 < p < \infty$, is equivalent to that of the Littlewood-Paley $g$-function which is very similar to our results for Sobolev spaces, see for example [31]. But their theory depends on the Poisson integral, while ours on the convolution with smooth functions having compact support. Our theory for the interpolation space of Sobolev spaces leans on the $L^p$-boundedness result for a class of pseudo-differential operators, instead of the theory for maximal function, $g$-function and harmonic functions.

Let us explain our notations:

**Notations.** $x = (x_1, \ldots, x_n)$, $y$, $z$ will denote points in Euclidean $n$-space $\mathbb{R}^n$, and $\alpha = (\alpha_1, \ldots, \alpha_n)$, $\beta$, $\gamma$ multi-indices of non-negative integers.

$$|\alpha| = \alpha_1 + \cdots + \alpha_n, \quad \alpha! = \alpha_1! \cdots \alpha_n!, \quad |x|^2 = x_1^2 + \cdots + x_n^2, \quad x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n},$$

$$D_j = \frac{\partial}{\partial x_j}, \quad D^\alpha = D_1^{\alpha_1} \cdots D_n^{\alpha_n}.$$ 

We say $\alpha \geq \beta$ if $\alpha_i \geq \beta_i$, $i = 1, \ldots, n$.

$$\binom{\alpha}{\beta} = \frac{\alpha!}{(\alpha - \beta)! \beta!} \quad \text{for} \quad 0 \leq \beta \leq \alpha,$$

and is equal to zero otherwise. By $I$ we will denote the interval $[0, a]$ with $0 < a < t_0$. For $t \in I$ $d_* t = t^{-1} \, dt$, for $y \in \mathbb{R}^n$ $d_* y = |y|^{-n} \, dy$, where $dy = d y_1 \cdots d y_n$, the usual Lebesgue measure. $\mathbb{R}^+$ is the set of positive real numbers. Moreover we will make use of the following abbreviations:

$$K^{(\alpha, \gamma, \beta)}(t, x, z, y) = D_2^{\alpha} D_1^{\gamma} D_2^{\beta} K(t, x, z, y),$$

$$u^{(\alpha)}(t, x) = D_2^{\alpha} u(t, x), \quad \mathcal{Q}_{i,y} = \bigcap_{k=0}^{j} (\mathcal{Q} - k \, y).$$

$X, Y$ will denote Banach spaces, and $L^p(\mathcal{Q}, d\mu; X)$ the space of $X$-valued $L^p$ functions on a measure space $(\mathcal{Q}, d\mu)$.

$$L^p(\mathcal{Q}; X) = L^p(\mathcal{Q}, d\, x; X), \quad L^p_0(\mathbb{R}^n; X) = L^p(\mathbb{R}^n, d_* x; X),$$

and $L^{*p}(I; X) = L^p(I, d_* t; X)$.

$C^\infty(\mathcal{Q}; X) = \mathcal{E}(\mathcal{Q}; X)$ is the spaces of $X$-valued infinitely differentiable functions, $C_0^\infty(\mathcal{Q}; X) = \mathcal{D}(\mathcal{Q}; X)$ the space of all $\varphi \in C^\infty(\mathcal{Q}; X)$ with compact
support contained in $\Omega$, and $\mathcal{D}^\infty(\Omega; X)$ is the space of $f \in C^\infty(\Omega; X)$, whose derivatives of all order are bounded on $\Omega$. On the other hand, $\mathcal{D}'(\Omega; X)$ is the space of $X$-valued generalized functions or distributions on $\Omega$, and $\mathcal{E}'(\Omega; X)$ is the space of those with compact support contained in $\Omega$. $L^p(\Omega) = L^p(\Omega; C)$, $C^\infty(\Omega) = C^\infty(\Omega; C)$, etc.

$(X, Y)_{\theta, p}$ is the mean interpolation space due to Lions-Peetre [17], and $[X, Y]_\theta$ is the complex interpolation space due to Calderón [8] and Lions [15].

Now, we shall give the definition of the spaces and a few remarks about our results.

**Definition.** As usual, for a non-negative integer $m$, $W^p_m(\Omega; X)$, $1 \leq p \leq \infty$, will denote the set of all $L^p(\Omega; X)$ functions whose generalized derivatives of order up to $m$ belong to $L^p(\Omega; X)$. For a negative integer $-m$, $W^{-m}_p(\Omega; X)$ will denote the set of all $X$-valued generalized functions $f$ on $\Omega$ with

$$f(x) = \sum_{|\alpha| \leq m} D^\alpha_x f(x), \quad f(x) \in L^p(\Omega; X).$$

The norm of the space is

$$\|f\|_{W^{-m}_p(\Omega; X)} = \inf \sum_{|\alpha| \leq m} \|f(x)\|_{L^p(\Omega; X)},$$

the infimum being taken over all $\{f_{\alpha}\}$ satisfying (1.3). $W^m_p = \bigcap_k W^k_p$, $W^{-m}_p = \bigcup_k W^{-k}_p$.

The space $B^{\sigma}_{p,q}(\Omega; X)$, $\sigma$ real, $1 \leq p, q \leq \infty$, is defined as follows: For the case $\sigma = k + \theta$, where $0 < \theta < 1$, $k$ is a non-negative integer, $B^{\sigma}_{p,q}(\Omega; X)$ is the set of functions $f$ such that $f \in W^k_p(\Omega; X)$ and

$$\|f(x+y) - f(x)\|_{L^q(\Omega; X)} \lesssim \|x\|^\theta \|f\|_{W^k_p(\Omega; X)}$$

is finite for any multi-index $\alpha$ with $|\alpha| = k$.

The norm is the sum of the norm of $W^k_p$ and the above semi-norms for all $|\alpha| = k$. For the case $\sigma = k + 1$, where $k$ is a non-negative integer, the Besov space $B^{\sigma}_{p,q}(\Omega; X)$ is defined analogously except that (1.5) is replaced by

$$\|f(x+2y) - 2f(x+y) + f(x)\|_{L^q(\Omega; X)} \lesssim \|x\|^{\sigma - 1} \|f\|_{W^k_p(\Omega; X)}.$$
For the case $\sigma = -k + \theta$, where $0 < \theta \leq 1$ and $k$ is a positive integer, $B^*_{p,q}(\Omega; X)$ is the space of generalized functions $f$ such that
\[
f(x) = \sum_{\alpha \leq k} D^\alpha_x f_{\alpha}(x), \quad f_{\alpha} \in B^\theta_{p,q}(\Omega; X),
\]
and the norm is
\[
\inf \sum_{\alpha \leq k} \| f_{\alpha} \|_{B^\theta_{p,q}(\Omega; X)}.
\]

Finally, the space $H^\sigma_p(\Omega; X)$ is
\[
H^\sigma_p(\Omega; X) = \left[ W^\sigma_p(\Omega; X), W^{\sigma+1}_p(\Omega; X) \right]_\theta,
\]
if $\sigma = k + \theta$, $0 < \theta < 1$, and $k$ is an integer; $H^\sigma_p(\Omega; X) = W^\sigma_p(\Omega; X)$ if $\sigma = k$ is an integer.

In the following of the paper we shall always assume that $\Omega$ is an open set with the cone property, that is, there exist a function $V(x) \in C^\infty(\mathbb{R}^n_+; \mathbb{R}^n)$ and a number $t_0 > 0$ such that for any $x \in \Omega$ and $0 \leq t < t_0$ $x + tV(x) + tB$ is contained in $\Omega$, where $B$ is the unit ball in $\mathbb{R}^n$ (in regard of this point, see [20] §1). Replacing $V(x)$ by $(\eta + \varepsilon)F(x)$, $\eta \geq 1 \varepsilon > 0$, and $t_0$ by $t_0(\eta + \varepsilon)^{-1}$, if necessary, we may assume that for any $x \in \bar{\Omega}$, the closure of $\Omega$, and $0 < t < t_0$ $x + tV(x) + t\eta B$ is contained in $\Omega$.

In connection with this we shall denote by $A(t, x)$ the closure of the set of all points $z$ such that there exist $t_1, t_2, \ldots, t_m \geq 0$, $z^{(1)}, \ldots, z^{(m)} \in B$ with $t = t_1 + \cdots + t_m$, $x_1 = x + t_1 \varphi(x) + t_1 z^{(1)}$, $x_2 = x_1 + t_2 \varphi(x_1) + t_2 z^{(2)}$, $\cdots$, and $x_m = x + t z = x_{m-1} + t_m \varphi(x_{m-1}) + t_m z^{(m)}$. It is evident that, $x + tA(t, x) \subset \Omega$ if $x \in \bar{\Omega}$, $0 < t < t_0$ or if $x \in \partial \Omega$, $0 < t < t_0$, and that
\[
A(t, x) \subset bB \quad \text{for} \quad 0 < t < t_0,
\]
where $b = \sup |\varphi(x)| + 1$. Also by definition we find that
\[
w \in A(t_1, x), \quad t z - t_1 w \in (t - t_1)A(t - t_1, x + t_1 w)
\]
with $0 \leq t_1 < t$ implies $z \in A(t, x)$.

It was proved that for any open set $\Omega$ with the cone property the space $B^\sigma_{p,q}(\Omega), 0 < \sigma < 2$, is identical with the set of functions $f \in L^p(\Omega)$ such that
\[
\| f(x + 2y) - 2f(x + y) + f(x) \|_{L^p(\Omega, y \cdot y)} \| y \cdot y \|^{-\sigma},
\]

where $b = \sup |\varphi(x)| + 1$. Also by definition we find that
\[
w \in A(t_1, x), \quad t z - t_1 w \in (t - t_1)A(t - t_1, x + t_1 w)
\]
with $0 \leq t_1 < t$ implies $z \in A(t, x)$.
is finite. (see [18]). The same fact is valid for the $X$-valued case.

Sometimes the space $H^r_p(\mathbb{R}^n)$ is defined by Fourier transform, (see e.g. [8], [15], [27]) and $H^r_p(\Omega)$ the restriction of $H^r_p(\mathbb{R}^n)$ to $\Omega$. However, from Theorem 6 this space coincides with $H^r_p(\Omega)$ defined above for the case $1 < p < \infty$.

Next, let us introduce the space of generalized functions with "zero boundary value":

**Definition.** Let $\mathscr{F}(\Omega; X)$ be a space of $X$-valued generalized functions. By $\mathscr{F}^0(R^n; X)$ we denote the set of $f \in \mathscr{F}(R^n; X)$ with support contained in $\bar{\Omega}$.

Then, from Theorem 5 Corollary $\mathcal{C}^0(\Omega; X)$ is dense in $B^s_{p,q}(R^n; X)$ for $1 \leq p, q \leq \infty$ and dense in $H^s_p(\Omega; X)$ for $1 < p < \infty$. In addition, for $1 < p, q < \infty$, $B^s_{p,q}(\Omega)$ and $B^r_{p',q'}(\Omega)$ are dual each other. $H^s_p(\Omega)$ and $H^r_{p'}(\Omega)$ are also dual each other (Theorem 11). Hence our negative norm is a generalization of the one due to P. D. Lax [14].

Finally let us state the conditions imposed on the kernel $K$ of the operator (1.1).

**Definition.** We say $K(t, x, z, y) \in \mathscr{K}_0$ if it is a $\mathbb{C}^\infty(\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n)$-valued continuous function of $0 \leq t \leq t_0$ and if its support regarded as a function of $z$ is contained in $-A(t, x)$ for any fixed $t, x, y$. $K \in \mathcal{K}_j$, where $j$ is a positive integer, if

$$K(t, x, z, y) = \sum_{|\alpha|=j} K^{(0,\alpha,0)}_\alpha (t, x, z, y)$$

for some $K_\alpha \in \mathcal{K}_0$, $|\alpha| = j$. $K \in \mathcal{K}_j$, if

$$K(t, x, z, y) = \sum_{|\alpha|=j-1} K^{(0,\alpha,0)}_\alpha (t, x, z, y)$$

for some $K_\alpha \in \mathcal{K}_0$ with $\int K_\alpha(t, x, z, y) dz = 0$, $|\alpha| = j-1$.

It is obvious that $\mathcal{K}_j \subset \mathcal{K}_j$.

**§ 2. Calculus of Generalized Functions**

**Definition 2.1.** By $\mathcal{M}^q(I \times \Omega; X)$, (or $\mathcal{M}^q_0(I \times \bar{\Omega}; X)$), $1 \leq q \leq \infty$, we
denote the set of all $\mathcal{D}'(\Omega; X)$-valued (or $\mathcal{D}'(\mathbb{R}^n; X)$-valued) functions $u(t, x)$ of $t \in I$ such that for every compact subset $C$ in $\Omega$ (or in $\mathbb{R}^n$) there exist a non-negative integer $k$ and functions

$$u_\alpha(t, x) \in L^k(I; L^1_{\text{loc}}(\Omega; X)),$$

$$(or \quad u_\alpha(t, x) \in L^k(I; L^1_{\text{loc}}(\mathbb{R}^n; X))),$$

satisfying

$$u(t, x) = \sum_{|\alpha| \leq k} D^\alpha u_\alpha(t, x) \text{ on } C.$$

**Example 2.1.** If $\rho \in L^q(I), f \in \mathcal{D}'(\Omega; X)$, then $\rho(t)f(x) \in \mathcal{M}(I \times \Omega; X)$.

**Example 2.2.** Let $1 \leq p, q \leq \infty$. Then

$$L^p(\Omega; L^q(I; X)) \subset \mathcal{M}(I \times \Omega; X),$$

$$L^q(I; L^p(\Omega; X)) \subset \mathcal{M}(I \times \Omega; X).$$

**Lemma 2.1.** (I) Let $K(t, x, z, y)$ belong to $\mathcal{X}_m$. Assume that

(a) for any $\varphi \in \mathcal{S}(\Omega)$ the integral

$$\varphi(t, x) = \int K(t, x, -z, x+tz)\varphi(x+tz) \, dz,$$

$$= t^{-n} \int K(t, x, \frac{x-y}{t}, y)\varphi(y) \, dy$$

is well defined and

(i) $\varphi(t, x) \in \mathcal{S}(\Omega)$ for every fixed $t$,

(ii) $\varphi(t, x) \to k(x)\varphi(x)$ in $\mathcal{S}(\Omega)$ as $t \to 0$,

where

$$k(x) = \int K(0, x, z, x) \, dz,$$

(iii) $\int_0^a \varphi(t, x)\rho(t) \, dt$ is convergent in $\mathcal{S}(\Omega)$. 
In particular, in the case where \( \Omega = \mathbb{R}^n \) the same facts are also valid when \( \mathcal{E}(\Omega) \) is replaced by \( \mathcal{D}(\mathbb{R}^n) \).

(b) For any \( \psi \in \mathcal{D}(\Omega) \) the integral

\[
\psi(t, x) = \int K(t, x + tz, z, x)\psi(x + tz)\,dz,
\]

is well defined and

(i) \( \psi(t, x) \in \mathcal{D}(\Omega) \) for every fixed \( t \),

(ii) \( \psi(t, x) \to k(x)\psi(x) \) in \( \mathcal{D}(\Omega) \) as \( t \to 0 \),

(iii) \( \int_0^a \psi(t, x)\rho(t)\,dt \) is convergent in \( \mathcal{D}(\Omega) \).

(II) Let \( X \) be a Banach space and let \( K(t, x, z, y) \) belong to \( \mathcal{S} \).

Then

(a) for \( f \in \mathcal{D}'(\Omega; X) \) and \( t > 0 \)

\[
U(t, x) = \int K(t, x, -z, x + tz)f(x + tz)\,dz,
\]

\[
= t^{-\alpha} < K\left(t, x, \frac{x - y}{t}, y\right), f(y) > y.
\]

(\( <, > \) denotes the duality between \( \mathcal{D}(\Omega) \) and \( \mathcal{D}'(\Omega; X) \)) is well defined and

(i) \( U(t, x) \in C^\infty(\Omega; X) \) for every fixed \( t > 0 \),

(ii) \( U(t, x) \to k(x)f(x) \) in \( \mathcal{D}'(\Omega; X) \) as \( t \to 0 \),

(b) for any \( g \in \mathcal{D}_\#(\mathbb{R}^n; X) \), and \( t > 0 \)

\[
V(t, x) = \int K(t, x + tz, z, x)g(x + tz)\,dz
\]

\[
= t^{-\alpha} < K\left(t, y, \frac{y - x}{t}, x\right), g(y) > y.
\]

is well defined and
(i) \[ V(t, x) \in C^\infty(\mathbb{R}^n; X), \text{supp}(V(t, x)) \subseteq \Omega. \]

(In particular, if \( g \in \mathcal{D}'(\Omega; X) \) then \( V(t, x) \in C^\infty_0(\Omega; X) \) for every fixed \( t > 0 \),

(ii) \[ V(t, x) \to k(x)g(x) \text{ in } \mathcal{D}'(\mathbb{R}^n; X) \text{ as } t \to 0. \]

**Remark.** It is convenient to write the duality between distributions and differentiable functions by the integral. Hence we make use of this convention in the following if no confusion occurs.

**Proof.** (I) (a) The integral \( \varphi(t, x) \) is well defined, since for fixed \( t \) and \( x \in \Omega \)

\[
\text{supp}\left[ K(t, x, \frac{x-y}{t}, y) \right] \subseteq x + tA(t, x).
\]

Part (i) is evident. To prove part (ii) we observe that for any compact subset \( C \) in \( \Omega \) the set

\[
I \times \{(x, -z, y)| x \in C, z \in A(t, x), y = x + tz, 0 \leq t \leq a\}
\]

is compact, therefore, \( D_x^a\{K(t, x, -z, x + tz)\varphi(x + tz)\} \) converges to \( D_x^a\{K(0, x, -z, x)\varphi(x)\} \) uniformly on the above set as \( t \to 0 \). This implies that \( D_x^a\varphi(t, x) \to D_x^a\{k(x)\varphi(x)\} \) uniformly on \( C \) as \( t \to 0 \). Hence \( \varphi(t, x) \to k(x)\varphi(x) \) in \( \mathcal{D}(\Omega) \). In the case where \( \Omega = \mathbb{R}^n \) and \( \varphi \in \mathcal{D}(\mathbb{R}^n) \), using the fact

\[
\text{supp}[\varphi(t, x)] \subseteq \text{supp}(\varphi) + tbB,
\]

as is readily seen, we find that

\( \varphi(t, x) \to k(x)\varphi(x) \) in \( \mathcal{D}(\mathbb{R}^n) \).

In order to establish part (iii), we first consider the case \( m = 0 \). Let \( \varepsilon \) be a positive number, and set

\[
\varphi_\varepsilon(x) = \int_\varepsilon^a \varphi(t, x)\rho(t) d\varepsilon t,
\]

Since for any compact set \( C \) in \( \Omega \) the set
is compact, it follows that

$$|D^a \varphi_\varepsilon(x) - D^a \varphi_\delta(x)| \leq \varepsilon \int \rho(t) d\eta \left| \frac{D^a}{\delta^a} \{K(t, x, -z, x + tz) \varphi(x + tz)\} \right| dz$$

$$\leq C \sup_{\beta \approx 0} \sup_A |D^a \varphi(y)| \int \rho(t) d\eta t \to 0$$

as $\varepsilon, \delta \to 0$. Therefore, $\varphi_\varepsilon(x)$ is convergent in $\mathcal{D}(\Omega)$. Part (iii) for the case $m \geq 1$ follows immediately from that for the case $m = 0$ with the aid of the following identity (cf. Cor. 2);

$$\varphi(t, x) = \sum_{|\alpha| = m} \left( \sum_{|\beta| = |\alpha|} \left( \frac{\alpha}{\beta} \right) K_\alpha^{(0,0,\beta)}(t, x, -z, x + tz) \varphi(x + tz) \right) dz,$$

(I) (b). Since $\varphi \in \mathcal{D}(\mathbb{R}^n)$, it is evident that $\varphi(t, x) \in C^\infty(\Omega)$. Let $C$ be the support of $\varphi$. Then the set $A$ defined by (2.1) is compact and contains the support of $\psi(t, x)$ for every $t$. Hence the fact $\psi(t, x) \to k(x) \psi(x)$ in $\mathcal{D}(\Omega)$ as $t \to 0$ follows from the fact

$$D^a_x \{K(t, x + tz, z, x) \psi(x + tz)\} \to D^a_x \{K(0, x, z, x) \psi(x)\}$$

uniformly on $A \times bB$ since $I \times A \times bB$ is compact. Part (iii) can be verified in the same manner as (I) (a) part (iii).

(II) (a). Since for fixed $t > 0$, $x \in \Omega$ the function $K(t, x, (x - y)/t, y)$ of $y \in \Omega$ belongs to $\mathcal{D}(\Omega)$, $U(t, x)$ is well defined. Part (i) is immediately verified by the definition of generalized functions. Let us consider part (ii). From Fubini's theorem it follows that for any $\psi \in \mathcal{D}(\Omega)$

$$\int U(t, x) \psi(x) dx = \langle t^{-n} K\left( t, x, \frac{x - y}{t}, y \right) \psi(x), f(y) \otimes 1_x \rangle \langle x, y \rangle,$$

$$= \langle t^{-n} K\left( t, x, \frac{x - y}{t}, y \right) \psi(x) dx, f(y) \rangle \langle x, y \rangle,$$

$$= \langle \psi(t, x), f(y) \rangle \langle x, y \rangle,$$
whence, applying (I) (b) (ii), we obtain

$$\int U(t, x)\psi(x)\,dx \to <k(y)\psi(y),f(y)> = <\psi(y), k(y)f(y)>$$
as $t \to 0$.

(II) (b). Since for any fixed $t > 0$, $x$, the function $K(t, y, (y-x)/t, x)$ of $y$ belongs to $\mathcal{D}(\mathbb{R}^n)$, $V(t, x)$ is well defined. It is easily find that

$$\text{supp } V(t, x) \subset \{ x \mid x = y + tA(t, y), y \in \text{supp } (g) \} \subset \Omega.$$

The remainder parts of (b) can be shown similarly.

**Corollary 1.** With the same assumptions and notations as in the lemma, we have

$$\int U(t, x)\psi(x)\,dx = <\psi(t, x), f(x)>$$

for $f \in \mathcal{D}'(\Omega; X), \psi \in \mathcal{D}(\Omega)$, and

$$\int V(t, x)\varphi(x)\,dx = <\varphi(t, x), g(x)>$$

for either $g \in \mathcal{S}'(\Omega; X), \varphi \in \mathcal{S}(\Omega)$ or $g \in \mathcal{D}'_0(\mathbb{R}^n; X), \varphi \in \mathcal{D}(\mathbb{R}^n)$.

**Corollary 2.** With the same assumptions and notations as in the lemma, we have

$$D^\alpha_x U(t, x) = \sum_{\beta < \alpha} \frac{\alpha}{\beta} t^{-|\beta|} \int K^{(\alpha-\beta, 0)}(t, x, -z, x + tz) f(x + tz)\,dz,$$

$$D^\alpha_x V(t, x) = \sum_{\beta < \alpha} \frac{\alpha}{\beta} (-t)^{-|\beta|} \int K^{(0, \alpha-\beta)}(t, x + tz, z, x) g(x + tz)\,dz,$$

$$\int K^{(0, \alpha, 0)}(t, x, -z, x + tz) f(x + tz)\,dz$$

$$= t^{|\alpha|} \sum_{\beta} \int \left( \frac{\alpha}{\beta} \right) K^{(0, \alpha-\beta)}(t, x, -z, x + tz) f^{(\beta)}(t, x + tz)\,dz,$$

$$\int K^{(0, \alpha, 0)}(t, x + tz, z, x) g(x + tz)\,dz$$

$$= (-t)^{|\alpha|} \sum_{\beta} \int \left( \frac{\alpha}{\beta} \right) K^{(\alpha-\beta, 0, 0)}(t, x + tz, z, x) g^{(\beta)}(t, x + tz)\,dz.$$
Proof. It is easy to find that

\[ D_x^a U(t, x) = t^{-n} < D_x K \left( t, x, \frac{x - y}{t}, y \right), f(y) > \]

\[ = \sum_\beta \left( \frac{\alpha}{\beta} \right) t^{-n-|\beta|} < K^{(\alpha - \beta, 0)}(t, x, \frac{x - y}{t}, y), f(y) >, \]

and that

\[ D_y^a V(t, x) = t^{-n} < D_y K \left( t, y, \frac{y - x}{t}, x \right), g(y) > \]

\[ = \sum_\beta \left( \frac{\alpha}{\beta} \right) t^{-n-|\beta|}(-1)^{|\beta|} < K^{(0, \beta, \alpha - \beta)}(t, y, \frac{y - x}{t}, x), f(y) >. \]

From the identity

\[ (2.2) \quad \sum_\beta (-1)^{|\alpha - \beta|} \left( \frac{\alpha}{\beta} \right) \left( \frac{\beta}{\gamma} \right) = \begin{cases} 1 & \text{for } \alpha = \gamma, \\ 0 & \text{for } \alpha \neq \gamma, \end{cases} \]

it follows that

\[ \sum_\beta t^{-n} \left( \frac{\alpha}{\beta} \right) < K^{(0, 0, \alpha - \beta)}(t, x, \frac{x - y}{t}, y), f(\beta)(y) > \]

\[ = \sum_\beta t^{-n}(-1)^{|\beta|} \left( \frac{\alpha}{\beta} \right) < D_y K^{(0, 0, \alpha - \beta)}(t, x, \frac{x - y}{t}, y), f(y) > \]

\[ = \sum_\gamma \sum_\beta t^{-n}(-1)^{|\beta - \gamma|} \left( \frac{\alpha}{\beta} \right) \left( \frac{\beta}{\gamma} \right) t^{-|\gamma|} < K^{(0, \gamma, \alpha - \gamma)}(t, x, \frac{x - y}{t}, y), f(y) > \]

\[ = t^{-n-|\alpha|} < K^{(0, 0, 0)}(t, x, \frac{x - y}{t}, y), f(y) >. \]

Similarly, we have

\[ \sum_\beta t^{-n} \left( \frac{\alpha}{\beta} \right) < K^{(\alpha - \beta, 0, 0)}(t, y, \frac{y - x}{t}, x), g(\beta)(y) > \]

\[ = t^{-n-|\alpha|}(-1)^{|\alpha|} < K^{(0, \sigma, 0)}(t, y, \frac{y - x}{t}, x), g(y) >. \]

Corollary 3. Assume that
K(t, x, z, y) = \sum_{|\alpha| = m} K^{(0, \alpha, 0)}_{\alpha}(t, x, z, y),

where $K_{\alpha} \in \mathcal{K}_0$, and set for every $|\beta| \leq m$

\begin{align}
(2.3) \quad \hat{K}_{\beta}(t, x, z, y) &= \sum_{|\alpha| = m} \left(\frac{\alpha}{\beta}\right)(-1)^{|\alpha - \beta|} K^{(0, \alpha - \beta, 0, 0)}_{\alpha}(t, x, z, y), \\
(2.4) \quad \hat{K}_{\beta}(t, x, z, y) &= \sum_{|\alpha| = m} \left(\frac{\alpha}{\beta}\right)(-1)^{|\alpha - \beta|} K^{(0, \alpha, 0, -\beta)}_{\alpha}(t, x, z, y)
\end{align}

(Note that $K_{\beta} = \hat{K}_{\beta} = \hat{K}_{\beta}$ for $|\beta| = m$).

Then for $f \in \mathcal{D}'(\Omega; X)$ and $g \in \mathcal{D}_0(\mathbb{R}^n; X)$

\[ U(t, x) = \int K(t, x, -z, x + tz) f(x + tz) \, dz \]

\[ = \sum_{|\beta| \leq m} D_{\beta} \hat{K}_{\beta}(t, x, -z, x + tz) f(x + tz) \, dz, \]

\[ V(t, x) = \int K(t, x + tz, z, x) g(x + tz) \, dz \]

\[ = (-t)^{-m} \sum_{|\beta| \leq m} D_{\beta} \hat{K}_{\beta}(t, x + tz, z, x) g(x + tz) \, dz. \]

**Proof.** From Corollary 2 and from (2.2) it follows that

\[ t^{-m} \sum_{|\beta| \leq m} D_{\beta} \hat{K}_{\beta}(t, x, -z, x + tz) f(x + tz) \, dz \]

\[ = \sum_{|\beta| \leq m} \int \hat{K}_{\beta - \gamma, \gamma, 0}(t, x, -z, x + tz) f(x + tz) \, dz, \]

\[ = \sum_{|\beta| \leq m} \sum_{|\alpha| = m} t^{-|\gamma|} \left(\frac{\beta}{\gamma}\right) \left(\frac{\alpha}{\beta}\right)(-1)^{|\alpha - \beta|} K^{(0, \alpha, 0, -\beta)}_{\alpha}(t, x, -z, x + tz) f(x + tz) \, dz \]

\[ = \sum_{|\alpha| = m} K^{(0, \alpha, 0)}_{\alpha}(t, x, -z, x + tz) f(x + tz) \, dz = U(t, x). \]

The proof of the second identity goes the same way.

**Lemma 2.2.** Let $K(t, x, z, y) \in \mathcal{K}_0$.

(a) Let $u(t, x) \in \mathcal{M}(I \times \Omega; X)$ and let

\[ U(t, x) = \int K(t, x, -z, x + tz) u(t, x + tz) \, dz. \]
Then the integral $\int_0^a U(t, x) dt$ is convergent in $\mathcal{D}'(\Omega, X)$.

(b) Let $v(t, x) \in \mathcal{M}^1(I \times \Omega; X)$ and let

$$V(t, x) = \int K(t, x + tz, z) v(t, x + tz) dz.$$ 

Then the integral $\int_0^a V(t, x) dt$ is convergent in $\mathcal{D}'(\mathbb{R}^n; X)$.

Proof. (a) By Lemma 2.1 Corollary 1 we get

$$\int U(t, x) \psi(x) dx = \langle \psi(t, x), u(t, x) \rangle_x$$

for every $\psi \in \mathcal{D}(\Omega)$, where $\phi(t, x)$ is the function defined in Lemma 2.1 I. (b). Let $A$ be the compact set given by (2.1) where $C$ is the support of $\phi$. Then the support of $\phi(t, x)$, $t > 0$, is contained in $A$. Since $u \in \mathcal{M}^1$, there exists a representation

$$u(t, x) = \sum_{|\alpha| \leq k} D^\alpha u_{\alpha}(t, x), \quad u_{\alpha} \in L^1(I, L^{1*}_x(\Omega))$$

on $A$, so we obtain

$$\langle \psi(t, x), u(t, x) \rangle = \sum_{|\alpha| \leq k} (-1)^{|\alpha|} \langle \psi^{(\alpha)}(t, x), u_{\alpha}(t, x) \rangle.$$ 

But

$$\psi^{(\alpha)}(t, x) = \sum_{\beta} (\alpha_{\beta}) (-t)^{-|\beta|} t^{-n} \int K^{(\beta, \alpha)}(t, y, \frac{y - x}{t}, x) \phi(y) dy$$

$$= \sum_{\beta} \sum_{\gamma} (\beta_{\gamma}) t^{-n} \int K^{(\gamma, \beta - \gamma, 0, \alpha - \beta)}(t, y, \frac{y - x}{t}, x) \phi^{(\gamma)}(y) dy,$$

which gives

$$|\psi^{(\alpha)}(t, x)| \leq c \sup_{a \in \beta} \sup_x |\phi^{(\beta)}(x)| \leq c ||\phi||_k,$$

where $c$ is independent of $t, \phi, \alpha$ and $||\phi||_k = \sup_{|\alpha| \leq k} \sup_x |\phi^{(\alpha)}(x)|$. Therefore, we obtain
\[
\sum_{|\alpha| \leq k} <\varphi^{(\alpha)}(t, x), u_a(t, x)> \|x \| d_{\delta} t \\
\leq c \|\varphi\| \int_{\varepsilon}^{\delta} \sum_{|\alpha| \leq k} \|u_a(t, x)\|_{L^1(A; X)} d_{\delta} t \rightarrow 0
\]

as \( \varepsilon, \delta \rightarrow 0 \). This completes the proof of part (a). (see \([26]\) or \([34]\)).

(b) By Lemma 2.1 (II). (b) we find that the support of \( V(t, x), t > 0 \), is contained in \( Q \), which gives \( V(t, x) \in D(R^n) \). Therefore, it will suffice to prove the convergence in \( D'(R^n; X) \). Suppose that \( \varphi(t, x) \in D(R^n) \) and let \( \varphi(t, x) \) be the function defined in Lemma 2.1(I) (a). Then by Lemma 2.1 Corollary 1 we have

\[
\int V(t, x) \varphi(x) dx = <\varphi(t, x), v(t, x)>.
\]

Combining this with the fact that the support of \( \varphi(t, x), t > 0 \), is contained in a compact subset in \( R^n \) which is independent of \( t \), we obtain

\[
\int V(t, x) \varphi(x) dx = \sum_{|\alpha| \leq m} (-1)^{|\alpha|} \int \varphi^{(\alpha)}(t, x)v_a(t, x) dx,
\]

where \( v_a \in L^1_k(I; L^1_{\text{loc}}(R^n)) \). Hence we obtain our assertion by discussing in the same manner as part (a).

**Corollary 1.** Let \( 1 \leq q \leq \infty \), and let \( \sigma \) be a real number. Assume that \( K \in \mathcal{K}_j \), where \( j \) is a non-negative number such that \( j + \sigma \geq 0 \) when \( q = 1 \) and \( j + \sigma > 0 \) when \( q \geq 1 \).

(a) For \( u(t, x) \in \mathcal{M}^q(I \times Q; X) \) let us set

\[
U(t, x) = \int K(t, x, -z, x + tz) u(t, x + tz) dz.
\]

Then \( \int_0^a t^n U(t, x) d_{\delta} t \) is convergent in \( D'(Q; X) \), and

\[
D^\alpha_t \int_0^a t^n U(t, x) d_{\delta} t = \int_0^a t^n D^\alpha_t U(t, x) d_{\delta} t.
\]

(b) For \( v(t, x) \in \mathcal{M}^q(I \times \overline{Q}; X) \) let us set

\[
V(t, x) = \int K(t, x + tz, z) v(t, x + tz) dz.
\]
Then

\[ \int_0^a t^\varepsilon V(t, x) \, d\varepsilon t \] is convergent in \( \mathcal{D}'(\mathbb{R}^n; X) \),

whose support is contained in \( \mathcal{O} \), and

\[ D_x^a \int_0^a t^\varepsilon V(t, x) \, d\varepsilon t = \int_0^a t^\varepsilon D_x^a V(t, x) \, d\varepsilon t. \]

**Proof.** From the identity

\[ U(t, x) = \int \sum_{|\alpha| = j} K^{(a, 0, 0)}(t, x, -z, x + tz) u(t, x + tz) \, dz, \]

the fact that \( t^\varepsilon u(t, x) \in H^1(I \times \mathcal{O}) \) which is an immediate consequence of Hölder’s inequality, and from the lemma the convergence of the integral follows. Since

\[ D_x^a U(t, x) = \sum_{\beta} \left( \frac{\alpha}{\beta} \right) t^{-|\beta|} \left( K^{(a-\beta, 0)}(t, x, -z, x + tz) u(t, x + tz) \right) \, dz, \]

and since \( K^{(a-\beta, 0)} \in \mathcal{H}_{j+1, \beta} \), it follows that

\[ \int_0^a D_x^a U(t, x) \, d\varepsilon t \]

is convergent in \( \mathcal{D}'(\mathcal{O}; X) \). Therefore, we obtain the formula of differentiation under integral sign by letting \( \varepsilon \to 0 \) in the identity

\[ D_x^a \int_0^a t^\varepsilon U(t, x) \, d\varepsilon t = \int_0^a D_x^a U(t, x) \, d\varepsilon t. \]

The proof of part (b) goes the same way.

**Corollary 2.** Let \( K \in \mathcal{K}_f \), \( \rho(t) t \in L^1_\#(I) \). Then

(a) for \( f \in \mathcal{D}'(\mathcal{O}; X) \) and \( \psi \in \mathcal{D}(\mathcal{O}) \) we have

\[ \langle \psi(x), \int_0^a \rho(t) \, d\varepsilon t \int K(t, x, -z, x + tz) f(x + tz) \, dz \rangle \]

\[ = \langle \int_0^a \rho(t) \, d\varepsilon t \int K(t, x + tz, z, x) \psi(x + tz) \, dz, f(x) \rangle; \]
(b) for \( g \in \mathcal{D}^\prime(\Omega; X) \) and \( \varphi \in \mathcal{D}(\Omega) \) or for \( g \in \mathcal{D}^\prime_0(\mathbb{R}^n; X) \) and \( \varphi \in \mathcal{D}(\mathbb{R}^n) \) we have

\[
< \varphi(x), \int_0^a \rho(t) d_x t \int K(t, x + tz, z, x) g(x + tz) dz >
= < \int_0^a \rho(t) d_x t \int K(t, x, -z, x + tz) \varphi(x + tz) dz, g(x) >.
\]

\textbf{Proof.} With the aid of a limiting argument, these identities follow from Corollary 1 and Lemma 2.1 Corollary 1.

\section*{§ 3. Integral Representations}

\textbf{Lemma 3.1.} Let \( K_1(x, z, y) \in \mathcal{K}_0 \) and set

\[
K_m(x, z, y) = \sum_{|a| \leq m} \frac{1}{a!} D_z^a \{ z^a K_1(x, z, y) \},
\]

\[
\tilde{K}_m(x, z, y) = \sum_{|a| = m} \frac{1}{a!} D_z^a \{ z^a K_1(x, z, y) \}.
\]

Then, for \( f \in \mathcal{D}^\prime(\Omega; X) \) and \( g \in \mathcal{D}^\prime_0(\mathbb{R}^n; X) \)

\[
t \frac{\partial}{\partial t} \left\{ \int K_m(x, -z, x + tz) f(x + tz) dz \right\} = -m \int \tilde{K}_m(x, -z, x + tz) f(x + tz) dz,
\]

and

\[
t \frac{\partial}{\partial t} \left\{ \int K_m(x + tz, z, x) g(x + tz) dz \right\} = -m \int \tilde{K}_m(x + tz, z, x) g(x + tz) dz.
\]

\textbf{Proof.} From the identity

\[
t \frac{\partial}{\partial t} \left\{ t^{-n} \int K_m(x, \frac{x - y}{t}, y) f(y) dy \right\}
= -nt^{-n} \int K_m(x, \frac{x - y}{t}, y) f(y) dy
\]

\[
- t^{-n} \sum_{j=1}^n \frac{x_j - y_j}{t} \frac{\partial K_m}{\partial z_j} \left( x, \frac{x - y}{t}, y \right) f(y) dy,
\]
and the identity
\[ nK_m(x, z, y) + \sum_{j=1}^{n} z_j \frac{\partial K_m}{\partial z_j}(x, z, y) = m^\delta K_m(x, z, y), \]
the first identity follows. In the same way we get the second identity.

**Corollary 1. (Integral representation)** Let us choose \( \omega(z) \in C_0^\infty(\mathbb{R}^n) \) such that \( \text{supp} \ \omega \) is contained in the unit ball \( B \), and that its integral is equal to 1. Put

\[ \omega_1(x, z) = \omega(-z - \mathcal{F}(x)), \]

(3.1) \[ \omega_m(x, z) = \sum_{|\alpha| < m} \frac{1}{\alpha!} D^\alpha_x \{z^\alpha \omega_1(x, z)\}, \]

(3.2) \[ M(x, z) = \sum_{|\alpha| = m} \frac{m}{\alpha!} D^\alpha_x \{z^\alpha \omega_1(x, z)\}. \]

Then, for \( f \in \mathcal{D}'(\Omega; X) \) and \( g \in \mathcal{D}_g'(\mathbb{R}^n; X) \),

\[ f(x) = \int_0^a d\zeta t \int M(x, -z) f(x + tz) dz + U_m(a, x), \]

\[ g(x) = \int_0^a d\zeta t \int M(x + tz, z) g(x + tz) dz + V_m(a, x), \]

where

\[ U_m(t, x) = \int \omega_m(x, -z) f(x + tz) dz, \]

\[ V_m(t, x) = \int \omega_m(x + tz, z) g(x + tz) dz. \]

**Proof.** It follows from the lemma that

\[ U_m(\varepsilon, x) - U_m(a, x) = -\int_\varepsilon^a \frac{\partial U_m}{\partial t} d\zeta t = \int_\varepsilon^a d\zeta t \int M(x, -z) f(x + tz) dz. \]

Letting \( \varepsilon \to 0 \), we obtain the first identity by Lemma 2.1 (II) (a), since \( \int \omega_m(x, z) dz = 1 \). The second identity is proved analogously.

**Corollary 2.** Let \( k \) and \( m \) be fixed integers such that \( 0 \leq k \leq m \neq 0 \),
and let $\omega, U_m, \text{ and } V_m$ be the same functions as in Corollary 1. Set

$$M_\beta(x, z) = \sum_{|\alpha| = k}^{} \sum_{|\gamma| = m-k}^{} (-1)^{|\alpha|-\beta} \left( \frac{m!}{\alpha! \gamma!} \right)^{-1} \frac{m}{\alpha! \gamma!} D^\alpha_x D^\gamma_z \omega_{\alpha+\gamma}(x, z)$$

for $|\beta| \leq k$, where

$$\omega_{\alpha}(x, z) = z^\alpha \omega(-z - T(x)).$$

Then, for $f \in \mathcal{D}'(\Omega; X)$ and $g \in \mathcal{D}_b'(\mathbb{R}^n; X)$

$$f(x) = \sum_{|\beta| \leq k}^{} D^\beta_x f(x+tz) d\gamma t \sum_{|\alpha| = k}^{} D^\alpha_x \omega_{\alpha+\gamma}(x, z) + U_m(a, x)$$

$$g(x) = (-1)^k \sum_{|\alpha| = k}^{} D^\alpha_x g(x+tz) d\gamma t \sum_{|\alpha| = k}^{} M^\alpha_{\alpha}(x, z) + V_m(a, x).$$

**Proof.** Since $M(x, z) = \sum_{|\alpha| = k}^{} M^\alpha_{\alpha}(x, z)$, the identities follow from Corollary 1 and Lemma 2.1 Corollary 3.

**Lemma 3.2.** Let $m$ be a non-negative integer and let $\sigma$ be a real number. Assume that $K(t, x, z, y) \in \mathcal{K}_m$ and $\sigma + m > 0$.

(a) If $f \in \mathcal{D}'(\Omega; X)$, then

$$t^{\sigma} \sum_{|\alpha| = k}^{} D^\alpha_x f(x+tz) d\gamma t \sum_{|\alpha| = k}^{} M^\alpha_{\alpha}(x, z) \in \mathcal{M}^1(I \times \Omega; X).$$

(b) If $g \in \mathcal{D}_b'(\mathbb{R}^n; X)$, then

$$t^{\sigma} \sum_{|\alpha| = k}^{} D^\alpha_x g(x+tz, z, x) \in \mathcal{M}^b(I \times \Omega; X).$$

**Proof.** (a). Let $C$ be a compact set in $\Omega$, and let $\mathcal{A}$ be a set defined by (2.1). Since $\mathcal{A}$ is compact, by the theorem on local structure of distributions ($\text{[26]}$) we obtain that $f$ is equal to an expression

$$\sum_{|\alpha| = k}^{} D^\alpha f(x), \quad f_x \in C^0(\Omega; X),$$

in a neighbourhood of $\mathcal{A}$. Hence for $x \in \mathcal{C}$

$$t^{\sigma} \sum_{|\alpha| = k}^{} D^\alpha_x f(x+tz) d\gamma t \sum_{|\alpha| = k}^{} M^\alpha_{\alpha}(x, z) \in \mathcal{M}^1(I \times \Omega; X).$$
\[= t^{\sigma-k} \sum_{|\alpha|=k} (-D)^{\alpha} \{K(t, x, -z, x+tz)\} f(x+tz) dz,\]

\[= \sum_{|\alpha|=k} \sum_{\beta} \left( \frac{\alpha}{\beta} \right) (-1)^{1-\alpha-\beta} t^{\sigma-|\beta|} \int K^{(\alpha, \beta, \alpha-\beta)}(t, x, -z, x+tz) f(x+tz) dz.\]

Since \( K^{(0, \beta, \alpha-\beta)} \in K_{|\beta|+m} \), it is sufficient to consider the case where \( f \) is continuous in a neighbourhood of \( A \), and in this case the assertion follows from

\[t^\sigma \int K(t, x, -z, x+tz) f(x+tz) dz\]

\[= t^{\sigma+m} \sum_{\beta \leq m} \int t^{\beta} t \int K_{\beta}(t, x, -z, x+tz) f(x+tz) dz\]

(Lemma 2.1 Corollary 3)

and

\[\left\| K_{\beta}(t, x, -z, x+tz) f(x+tz) dz \right\|_{L^\infty(C; X)} \leq C \sup_{x \in A} \| f(x) \|_X.\]

The proof of part (b) goes the same way.

**Lemma 3.3.** Let \( \theta > 0, \sigma \geq 0, 1 \leq p \leq \infty \) and let \( 1 \leq \xi \leq \eta \leq \infty \).

(i) If \( U(t, x) \in \mathcal{A}^{\xi}(I \times \Omega; X) \) (or \( \mathcal{A}_0^{\xi}(I \times \Omega; X) \)), then

\[u(t, x) = t^{\sigma} \int t^{-\sigma} U(s, x) d_s \in \mathcal{A}^{\eta}(I \times \Omega; X)\]

(or \( \in \mathcal{A}_0^{\eta}(I \times \Omega; X)\)).

In particular, the operator \( U \rightarrow u \) is a bounded linear operator from \( L_{\#}^{\xi}(I; L^p(\Omega; X)) \) into \( L_{\#}^{\eta}(I; L^p(\Omega; X)) \), or from \( L^p(\Omega; L_{\#}^{\xi}(I; X)) \) into \( L^p(\Omega; L_{\#}^{\eta}(I; X)) \) with norm \( \leq a^{\sigma/\theta} \).

(ii) If \( U(t, x) \in \mathcal{A}^{\xi}(I \times \Omega; X) \) (or \( \mathcal{A}_0^{\xi}(I \times \Omega; X) \)) then

\[u(t, x) = t^{\sigma} \int t^{-\sigma} U(s, x) d_s \in \mathcal{A}^{\eta}(I \times \Omega; X)\]

(or \( \in \mathcal{A}_0^{\eta}(I \times \Omega; X) \)).

In particular, the operator \( U \rightarrow u \) is a bounded linear operator from \( L_{\#}^{\xi}(I; L^p(\Omega; X)) \) into \( L_{\#}^{\eta}(I; L^p(\Omega; X)) \), or from \( L^p(\Omega; L_{\#}^{\xi}(I; X)) \) into \( L^p(\Omega; L_{\#}^{\eta}(I; X)) \).
Proof. These facts follows from \([20]\) Lemma 2.5, because
\[
\int_t^s t^\theta s^{-\theta} \, t \, d s \leq \frac{1}{\theta}, \quad \int_0^t t^\theta s^{-\theta} \, t \, d s = \frac{1}{\theta}, \quad t^\theta s^{-\theta} \leq 1 \text{ for } t \leq s.
\]

Now we are in a position to state and to prove a new integral representation of generalized functions which is frequently used in the following discussions:

**Theorem 1.** (Integral Representation). Let \(h, k, l, m\) be non-negative integers such that \(0 \leq h \leq l, 0 \leq k \leq m, l \neq 0, m \neq 0\). Let \(\omega(z)\) be a function such that \(\omega(z) \in C_0\), supp \(\omega \subset B, \int \omega(z) \, dz = 1\). Set

\[
\omega_a(x, z) = z^\alpha \omega(-z - T(x))
\]

\[
\omega_m(x, z) = \sum_{|\alpha| \leq m} \frac{1}{\alpha!} D_\alpha^m \omega_a(x, z)
\]

\[
L_\beta(x, z) = \sum_{|\alpha| = h} \sum_{|\gamma| = l-h} \frac{1}{\alpha! \gamma!} (l+h) (\alpha^\gamma)^{-1} (\beta^\gamma)^{(-1)^{|\alpha| - |\beta|} D_\alpha^\gamma D_\beta^\gamma \omega_a(x, z),}
\]

\(|\beta| \leq h\)

\[
M_\beta(x, z) = \sum_{|\alpha| = k} \sum_{|\gamma| = m-k} \frac{m!}{\alpha! \gamma!} (m-k) (\alpha^\gamma)^{-1} (\beta^\gamma)^{(-1)^{|\alpha| - |\beta|} D_\alpha^\gamma D_\beta^\gamma \omega_a(x, z)},
\]

\(|\beta| \leq k\)

\[
L(x, z) = \sum_{|\alpha| = h} \frac{l}{\alpha!} D_\alpha^l \omega_a(x, z) = \sum_{|\alpha| = h} D_\alpha^l \omega_a(x, z),
\]

\[
M(x, z) = \sum_{|\alpha| = k} \frac{m}{\alpha!} D_\alpha^m \omega_a(x, z) = \sum_{|\alpha| = k} D_\alpha^m \omega_a(x, z),
\]

(a) For \(f \in \mathcal{D}'(\Omega \times X), |\alpha| \leq k, |\beta| \leq h\), let us write

\[
U^\alpha(s, x) = \int \sum_\beta (\alpha_\beta^\gamma)^{h-|\beta|} L^{(\alpha-\beta, \beta)}(x, -w) f(x + sw) \, dw,
\]

\[
u^\alpha(t, x) = \int_t^a t^k s^{-k} U^\alpha(s, x) \, d s,
\]
\[ U_\beta(s, x) = \int L_\beta(x, -w) f(x + sw) \, dw, \]
\[ u_\beta(t, x) = \int_0^t s^h t^{-h} U_\beta(s, x) \, ds, \]
\[ f_\omega(x) = \int \omega_I(x, -z) f(x + az) \, dz, \]
\[ f_\omega^{(\alpha)}(x) = D_\frac{x}{s} f_\omega(x) = \sum \binom{\alpha}{\beta} \int \omega^{(\alpha - \beta)}_I(x, -z) f(x + az) \, dz, \]
\[ f_\beta(x) = \int_0^a t^h U_\beta(t, x) \, dt, \]

Then
\[ (3.5) \quad f(x) = F_1(x) + F_2(x) + F_3(x) + F_4(x), \]

where
\[ F_1(x) = \sum_{\alpha} \int_0^a d_\beta t \int M_\alpha(x, -z) u_\alpha(t, x + tz) \, dz, \]
\[ F_2(x) = \sum_{\beta} \int_0^a t^h t^{-1} u_\beta(t, x + tz) \, dz, \]
\[ F_3(x) = \sum_{\alpha} \int_0^a d_\beta t \int M_\alpha(x, -z) t^h f_\omega^{(\alpha)}(x + tz) \, dz, \]
\[ F_4(x) = \sum_{\alpha} \int_0^a \omega_\alpha^{(0, \beta)}(x, -z) f_\beta(x + az) \, dz \]
\[ + \int \omega_m(x, -z) f_\omega(x + az) \, dz, \]

In particular,
\[ F_1(x) = \int_0^a d_\beta t \int M(x, -z) \, dz \int_0^a d_\beta t \int L(x + tz, -w) f(x + tz + sw) \, dw, \]
\[ F_2(x) = \int_0^a d_\beta t \int M(x, -z) \, dz \int_0^t d_\beta t \int L(x + tz, -w) f(x + tz + sw) \, dw, \]
\[ F_3(x) = \int_0^a d_\beta t \int M(x, -z) f_\omega(x + tz) \, dz, \]
For $g \in \mathcal{D}'(\mathbb{R}^n; X)$, $|\alpha| \leq k$, $|\beta| = h$, let us write

$$V^a(s, x) = \int L^{(0, \alpha)}(x + sw, w) g(x + sw) \, dw,$$

$$v^a(t, x) = \int_t^s t^{-a-1} V^a(s, x) \, ds,$$

$$V_\beta(s, x) = \int L_\beta(x + sw, w) g(x + sw) \, dw,$$

$$v_\beta(t, x) = \int_0^t t^{-h}s^{-1} V_\beta(s, x) \, ds,$$

$$g_m(x) = \int \omega_t(x + az, z) g(x + az) \, dz,$$

$$g_m^{(a)}(x) = (-1)^{|a|} a^{-1} \int \omega_t^{(0, \alpha)}(x + az, z) g(x + az) \, dz,$$

$$g_\beta(x) = \int_0^h t^{h} V_\beta(t, x) \, dt.$$ 

Then

$$g(x) = G_1(x) + G_2(x) + G_3(x) + G_4(x),$$

where

$$G_1(x) = \sum_{|\alpha| \leq k} \int_0^a d_s t \int M_\alpha(x + tz, z) v^a(t, x + tz) \, dz,$$

$$G_2(x) = \sum_{|\beta| = h} \int_0^a d_s t \int D_\beta^2 \{M(x + tz, z)\} v_\beta(t, x + tz) \, dz,$$

$$G_3(x) = \sum_{|\alpha| \leq k} \int_0^a d_s t \int M_\alpha(x + tz) t^h(-1)^{|a|} g_m^{(a)}(x + tz) \, dz,$$

$$G_4(x) = \sum_{|\beta| = h} s^{-h} \int D_\beta^2 \{\omega_m(x + az, z)\} g_\beta(x + az) \, dz$$

$$+ \int \omega_m(x + az, z) g_m(x + az) \, dz.$$
In particular,

\[ G_1(x) = \int_0^a d\eta \int_t^a d\eta s \int t_0^s L(x + tz + sw, w) g(x + tz + sw) dw, \]

\[ G_2(x) = \int_0^a d\eta \int_t^a d\eta s \int t_0^s L(x + tz + sw, w) g(x + tz + sw) dw, \]

\[ G_3(x) = \int_0^a d\eta \int_t^a d\eta s \int t_0^s L(x + tz + sw, w) g(x + tz + sw) dw, \]

\[ G_4(x) = \int \omega_m(x + az, z) g(x + az) dz. \]

First we shall show the following.

Lemma 3.4. Let

\[ K(t, x, z, y) = \sum_{|\alpha| = h} K_{x, y}^{(0, \alpha, \beta)}(t, x, z, y), \quad K_{x, y} \in \mathcal{X}_0. \]

(a) For \( f \in \mathcal{D}'(Q; X) \) let \( u^\alpha, u^\beta, f^\omega_\alpha \) be the functions given in Theorem 1, and let \( \tilde{K}_\beta, |\beta| \leq m \), be the functions defined by (2.4). Then

\[ \int K(t, x, -z, x + tz) f(x + tz) dz \]

\[ = \sum_{|\alpha| \leq h} \int (-1)^{k - |\alpha|} \tilde{K}_\alpha(t, x, -z, x + tz) \left\{ u^\alpha(t, x + tz) + t^k f^\omega_\alpha(x + tz) \right\} dz 
+ \sum_{|\beta| \leq h} (-1)^{|\beta|} \int t^{h - |\beta|} D^\beta_2 \{ K(t, x, -z, x + tz) \} u_\beta(t, x + tz) dz. \]

(b) For \( g \in \mathcal{D}'(R^n; X) \) let \( v^\alpha, v^\beta, g^{(\alpha)}_\alpha \) be the functions given in Theorem 1, and let \( \tilde{K}_\alpha, |\alpha| \leq m \) be functions defined by (2.3). Then

\[ \int K(t, x + tz, z, x) g(x + tz) dz \]

\[ = \sum_{|\alpha| \leq h} \int \tilde{K}_\alpha(t, x + tz, z, x) \left\{ v^\alpha(t, x + tz) + (-1)^k t^k g^{(\alpha)}_\alpha(x + tz) \right\} dz 
+ \sum_{|\beta| \leq h} D^\beta_2 \{ K(t, x + tz, z, x) \} v_\beta(t, x + tz) dz. \]
Proof. From Lemma 3.1 Corollary 1 it follows that

\[ f(x) = \int^x_0 d\gamma s L(x, -\gamma)f(x + s\gamma) d\gamma + f_\omega(x) = \int^x_0 U(s, x) d\gamma + f_\omega(x). \]

Substituting this, we obtain

\[ \int K(t, x, -z, x + tz)f(x + tz) dz = u_1(t, x) + u_2(t, x) + u_3(t, x), \]

where

\[ u_1(t, x) = \left( \int K(t, x, -z, x + tz) dz \right) \int^x_0 U(s, x + tz) d\gamma, \]
\[ u_2(t, x) = \left( \int K(t, x, -z, x + tz) dz \right) \int^t_0 U(s, x + tz) d\gamma, \]
\[ u_3(t, x) = \left( \int K(t, x, -z, x + tz) f_\omega(x + tz) dz \right). \]

By Lemma 2.1 Corollary 2 we have

\[ u_1(t, x) = t^h \sum_{|\alpha|=h} \left( \sum_{|\beta|=h} \alpha^\beta \right) \int K^{(0,0,0-\alpha-\beta)}(t, x, -z, x + tz) dz \int^x_0 U^{(0)}(s, x + tz) d\gamma, \]
\[ = t^h \sum_{|\beta|=h} \left( -1 \right)^{k-1\beta} \tilde{K}_\beta(t, x, -z, x + tz) dz \int^x_0 U^{(0)}(s, x + tz) d\gamma. \]

Combining this with

\[ U^{(0)}(s, x) = \sum_{\gamma} s^{-|\gamma|} \left( \sum_{\beta} \beta^\gamma \right) \int L^{(0,0,0-\gamma)}(x, -w)f(x + sw) dw, \]
\[ = s^{-h} U^0(x), \]

which is a consequence of Lemma 2.1 Corollary 2, we obtain

\[ u_1(t, x) = \sum_{|\alpha|=h} \left( -1 \right)^{k-1\alpha} \tilde{K}_\alpha(t, x, -z, x + tz) u^\alpha(t, x + tz) dz. \]

At the same time by Lemma 2.1 Corollary 3 we obtain

\[ \sum_{|\beta|=h} t^h D^\beta u_\beta(t, x) = \int^t_0 s^h d\gamma s \sum_{|\beta|=h} D^\beta \int L_\beta(x, -w)f(x + sw) dw \]
\[ = \int^t_0 U(s, x) d\gamma, \]
so that, integrating by parts,

\[
\sum_{|\beta| \leq h} \int (-1)^{\beta_1} D_x^\beta \{K(t, x, -z, x+tz)\} t^{h-|\beta|} u_\beta(t, x+tz) \, dz
\]

\[
= \sum_{|\beta| \leq h} \int K(t, x, -z, x+tz) \, t^h D_x^\beta u_\beta(t, x+tz) \, dz,
\]

\[
= \int K(t, x, -z, x+tz) \, dz \int_0^1 U(s, x+tz) \, ds,
\]

\[
= u_2(t, x).
\]

Also by Lemma 2.1 Corollary 2 we obtain

\[
u_3(t, x) = \sum_{|\beta| = h} \int K^{(0, \nu, 0)}(t, x, -z, x+tz) f_\omega(x+tz) \, dz,
\]

\[
= \sum_{|\beta| = h} (-1)^{|\beta|} \int K_\beta(t, x, -z, x+tz) t^{h} f^{(\beta)}(x+tz) \, dz;
\]

and this completes the proof of part (a). Similarly, we can verify part (b).

**Proof of Theorem 1.** By Lemma 3.1 Corollary 1 we obtain

\[
f(x) = \int_0^a d\tau \int M(x, -z) f(x+tz) \, dz + \int \omega_m(x, -z) f(x+az) \, dz.
\]

Applying Lemma 3.4 to the first term, we find that this term is equal to \( F_1 + F_2 + F_3 \) in the theorem. In order to complete the proof of (a) there only remains to observe that the second term is equal to \( F_4(x) \) in the theorem. This fact is proved by substituting the identity

\[
f(x) = \sum_{|\beta| \leq h} D^\beta f_\beta(x) + f_\omega(x)
\]

(Lemma 3.1 Corollary 2) and by integrating by parts. Thus, the proof of part (a) is completed. The proof of part (b) is almost identical with that of part (a).

By our proof of the theorem we have

**Corollary.** (a) For \( f \in \mathcal{D}'(\Omega; X) \) set
Then

\[ U_m(t, x) = \int \omega_m(x, -z) f(x + tz) \, dz. \]

Then

\[ U_m(\varepsilon, x) = F_{1, \varepsilon}(x) + F_{2, \varepsilon}(x) + F_{3, \varepsilon}(x) + F_4(x), \]

where \( F_{j, \varepsilon}(x), \ j = 1, 2, 3, \) are given by (3.6) with modification that the integration relative to \( t \) is taken over \( \varepsilon \leq t \leq a. \)

(b) For \( g \in \mathcal{D}'(\mathbb{R}^n; X) \) set

\[ I_m(t, x) = \int \omega_m(x + tz, z) g(x + tz) \, dz. \]

Then

\[ V_m(\varepsilon, x) = G_{1, \varepsilon}(x) + G_{2, \varepsilon}(x) + G_{3, \varepsilon}(x) + G_4(x), \]

where \( G_{j, \varepsilon}(x), \ j = 1, 2, 3, \) are given by (3.8) with the same modification as that of \( F_{j, \varepsilon}. \)

§ 4 A Characterisation of Differentiability of Functions and Distributions

Lemma 4.1. Suppose \( K(t, x, z, \gamma) \in \mathcal{F}_i \) and \( i \) is a non-negative integer. For \( f \in \mathcal{D}'(\Omega; X) \) we write

\[ U(t, x) = \int K(t, x, -z, x + tz) f(x + tz) \, dz, \]

and for \( g \in \mathcal{D}'(\mathbb{R}^n; X) \) we write

\[ V(t, x) = \int K(t, x + tz, z, x) g(x + tz) \, dz. \]

(I) Assume that \( \sigma < i. \)

(a) If \( 1 \leq p, q \leq \infty \) and if \( f \in B_{p,q}^\sigma(\Omega; X) \), then

\[ t^{-\sigma} U(t, x) \in L^p(I; L^q(\Omega; X)). \]

(b) If \( 1 \leq p, q \leq \infty \) and if \( g \in B_{p,q}^{\sigma,\Omega}(\mathbb{R}^n; X) \) then

\[ t^{-\sigma} V(t, x) \in L^p(I; L^q(\Omega; X)). \]
(II) Assume that \( \sigma + 1 \leq i \), and that \( X \) is a Hilbert space.

(a) If \( 1 < p < \infty \) and if \( f \in \mathcal{H}^1_p(\Omega; X) \), then
\[
t^{-\sigma}U(t, x) \in L^p(\Omega; L^q_k(I; X)).
\]

(b) If \( 1 < p < \infty \) and if \( g \in \mathcal{H}^1_{p, a}(\mathbb{R}^n; X) \),
then \( t^{-\sigma}V(t, x) \in L^p(\Omega; L^q_k(I; X)) \).

Proof. (I) (a). Case 0 \( \leq \sigma \leq 1 \). From the identity
\[
K(t, x, -z, x + tz) - K(t, x, -z, x) + tK_1(t, x, -z),
\]
where
\[
K_1(t, x, -z) = \int_0^t \sum_{j=1}^{\sigma} z_j \frac{\partial K}{\partial y_j}(t, x, -z, x + tsz) ds,
\]
we have
\[
U(t, x) = K(t, x, -z, x)f(x + tz) dz + t\int K_1(t, x, z)f(x + tz) dz,
\]
\[
= U_0(t, x) + tU_1(t, x).
\]
Since \( K \in \tilde{:\mathcal{S}}_1 \), it follows that
\[
U_0(t, x) = \int \omega_1(x, -w)K(t, x, -z, x)f(x + tw) - f(x + tw) dz dw,
\]
where \( \omega_1(x, z) \) is the same function as in Lemma 3.1 Corollary 1, and this gives us, with the aid of Jessen's inequality (or generalized Minkowski's inequality),
\[
\|U_0(t, x)\|_{L^p(\Omega; X)} \leq C_1 \left( \int_{\mathbb{B}} \int_{\mathbb{B}} F_1(tz - tw) dz dw, \right.
\]
\[
= C_1b^n a_n \int_{\mathbb{B}} F_1(tz) dz,
\]
where
\[
F_j(y) = \left| \int_{k=0}^j \left( \sum_{k=0}^j \frac{1}{k} \right)(-1)^k f(x + k\gamma) \right|_{L^p(\Omega, k\gamma; X)}, \Omega_{j, \gamma} = \cap_{k=0}^j (\Omega - k\gamma).
\]
Therefore, we have
\[
\|t^{-\sigma}U_0(t, x)\|_{L^p_k(I; L^p(\Omega; X))} \leq C\|f\|_{\mathcal{H}^1_{p, a}(\Omega; X)}
\]
(see the proof of [18] Lemma 2.3). Since

$$
\|U_1(t, x)\|_{L^p(\mathbb{R}; X)} \leq C \|f\|_{L^p(\mathbb{R}; X)},
$$

it follows that

$$
\|t^{1-\sigma}U_1(t, x)\|_{L^q([t; \mathbb{R}; X])} \leq C \|f\|_{L^p(\mathbb{R}; X)},
$$

which, combining with the estimate for $U_0$, proves the assertion.

Case $\sigma = 1$. From Taylor's expansion it follows that

$$
U(t, x) = \int K(t, x, -z) f(x + tz) dz + t \int K_1(t, x, -z) f(x + tz) dz + t^2 \int K_2(t, x, z) f(x + tz) dz,
$$

where

$$
K_1(t, x, z, y) = \sum_{j=1}^n x_j \frac{\partial K}{\partial y_j}(t, x, z, y),
$$

$$
K_2(t, x, z) = \sum_{|\alpha|=2} \frac{2}{\alpha!} \int_0^1 (1 - s)\alpha x^\alpha K^{(0, 0, \alpha)}(t, x, -z, x + tsz) ds.
$$

It is easy to see that

$$
\|t^{-1}t^2U_2(t, x)\|_{L^q([t; \mathbb{R}; X])} \leq C \|f\|_{L^p(\mathbb{R}; X)},
$$

Also, since

$$
K_1(t, x, z, y) = \sum_{j=1}^n x_j \sum_{k=1}^n \frac{\partial^2 K}{\partial x_k \partial y_j}(t, x, z, y),
$$

$$
= \sum_{j, k} \frac{\partial}{\partial z_k} \left\{ x_j \frac{\partial K}{\partial y_j} \right\} - \sum_{j} \frac{\partial K_j}{\partial y_j} \in \mathcal{X}_1,
$$

and since $f \in B^s_{p, q}(\mathcal{O}; X), 0 < \varepsilon < 1$, ([18] Theorem 1.1), it follows that

$$
\|t^{-1}tU_1(t, x)\|_{L^q([t; \mathbb{R}; X])} \leq C \|f\|_{L^p(\mathbb{R}; X)},
$$
Hence, to prove the assertion it suffices to estimate $U_0$. From the identity

$$U_0(t, x) = \sum_{k=1}^{n} \left( - \frac{\partial}{\partial z_k} \right) K_k(t, x, -z, x)f(x+tz)dz,$$

$$= \sum_{k} t \int K_k(t, x, -z, x)f_k(x+tz)dz, \quad (f_k = D_k f)$$

$$= \sum_{k} t \int \int K_k(t, x, -z, x)\omega_1(x, -w)\{f_k(x+tz) - f_k(x+tw)\}dzdw,$$

$$= \sum_{k} t \int \int K_k(t, x, -z, x)\omega_1(x, -\frac{z+w}{2})\{f_k(x+tz) - f_k(x+tw)\}dzdw,$$

$$= \int \int \bar{K}(t, x, z, w)\{f(x+tz) - 2f(x + \frac{tz+tw}{2})\}dzdw,$$

where

$$\bar{K}(t, x, z, w) = \sum_{k} \left( - \frac{\partial}{\partial z_k} \right) \{K_k(t, x, -z, x)\omega_1(x, -\frac{z+w}{2})\}.$$

(the last identity is obtained by integrating by parts), and from $\int \int \bar{K}(t, x, z, w)dz = 0$, it follows that $U_0(t, x)$ is equal to

$$\int \int \bar{K}(t, x, z, w)\{f(x+tz) - 2f(x + \frac{tz+tw}{2})\}dzdw.$$

Thus we have

$$\|U_0(t, x)\|_{L^p(\Omega; X)} \leq C_3 \int_{3B} dx \int_{bB} F_2(tz - tw)dz,$$

$$= C_0 b^n n^6 \int_{2bB} F_2(tz)dz.$$

Using this and [18] Lemma 2.3 (ii), we obtain the estimate
\[\|t^{-1}U_0(t, x)\|_{L^q_{\ell_1}(\ell_1, \Omega; X)} \leq C\|f\|_{B^1_{p,q}(\Omega; X)}.\]

Case where \(\sigma = k + \theta, 0 < \theta \leq 1\), and \(k\) is a positive integer. Since \(k < i\), there exists a representation

\[K(t, x, z, y) = \sum_{|a| = k} K^{(0, a, 0)}(t, x, z, y),\]

therefore, by Lemma 2.1 Corollary 2 we obtain

\[U(t, x) = t^k \sum_{|\beta| = k} (-1)^{k-|\beta|} \int K_\beta(t, x, -z, x + tz) f^{(\beta)}(x + tz) dz.\]

This, with the aid of the result for the case \(0 < \sigma \leq 1\), which was already proved, gives the assertion.

Case where \(\sigma \leq 0\). By definition there exists a representation

\[f(x) = \sum_{|a| \leq m} D_a f_a, \quad f_a \in B^\sigma_{p,q}(\Omega; X),\]

where \(\sigma = -m + \theta, 0 < \theta \leq 1\), \(m\) is a positive integer. Since

\[U(t, x) = \sum_{|\beta| \leq m} (-1)^{-|\beta|} \int D^\beta_z \{K(t, x, -z, x + tz)\} f^{(\beta)}(x + tz) dz,\]

the assertion for this case follows from that for the case \(0 < \sigma \leq 1\).

(II) (a). First consider the case where \(\sigma\) is a non-negative integer \(k\). Since

\[K(t, x, z, y) = \sum_{|a| = k} K^{(0, a, 0)}(t, x, z, y), \quad K_a \in \mathcal{K}_2,\]

we obtain

\[t^{-\sigma}U(t, x) = \sum_{|\beta| = k} (-1)^{k-|\beta|} \int K_\beta(t, x, -z, x + tz) f^{(\beta)}(x + tz) dz.\]

Hence, by [21] Theorem 3 Corollary we obtain our assertion.

Next, consider the case where \(\sigma\) is a negative integer \(-m\). By definition we have

\[f(x) = \sum_{|a| \leq m} D_a f_a, \quad f_a \in L^h(\Omega; X),\]

Hence, it follows that
\[ t^{-\sigma} U(t, x) = \sum_{|\beta|=m} t^{-|\beta|} D_x^\beta \{ K(t, x, -z, x+tz) \} f^\beta(x+tz) \, dz, \]

which, with the help of \([21]\) Theorem 3 Corollary, gives us the estimate.

Finally, consider the case where \( \sigma \) is fractional. Take \( m \) such that \( m < \sigma < m+1 \). Since \( m+2 \leq i \), the results just proved imply that the operator \( f \rightarrow U \) is a bounded linear operator from \( H^m_p(\Omega; X) \) into \( L^p(\Omega; L^{2^m}_X(I; X)) \), and also from \( H^{m+1}_p(\Omega; X) \) into \( L^p(\Omega; L^{2^{m+1}}_X(I; X)) \), where

\[ L^{q^\sigma}_X(I; X) = L^q(I, t^{-\sigma} \, dt; X). \]

Therefore, from the interpolation of operators \([8], [15]\) it follows that this operator is bounded from \( H^m_p(\Omega) \) into \( L^p(\Omega; L^{2^m}_X(I; X)) \), which is our assertion (note that \([L^p(\Omega; L^{2^m}_X), L^p(\Omega; L^{2^{m+1}}_X)]_{\sigma} = L^p(\Omega; L^{2^m}_X))\).

(I) (b), (II) (b). Since the support of \( V(t, x) \) is contained in \( \Omega \), we may consider only the case where \( \Omega = \mathbb{R}^n \), and for that case part (b) is identical with part (a).

Thus the proof of the lemma is complete.

**Lemma 4.2.** Let \( K(t, x, z, y) \in \mathcal{H}_j \), where \( j \) is a non-negative integer.

(I) Assume that \(-\sigma < j, 1 \leq p, q \leq \infty, \) and that \( u \in L^q(\Omega; L^p(\Omega; X)) \). Then

\[
\begin{align*}
&\quad \left\| \int_0^a t^\sigma d_s t \{ K(t, x, -z, x+tz) u(t, x+tz) \} \, dz \right\|_{B^p_q(\Omega; X)} \\
&\leq C \| u \|_{L^q(\Omega; L^p(\Omega; X))};
\end{align*}
\]

(b) \[
\begin{align*}
&\quad \left\| \int_0^a t^\sigma d_s t \{ K(t, x+tz, z, x) u(t, x+tz) \} \, dz \right\|_{B^p_q(\mathbb{R}^n; X)} \\
&\leq C \| u \|_{L^q(\Omega; L^p(\mathbb{R}^n; X))}.
\end{align*}
\]

(II) Assume that \( j > 1 - \sigma, 1 < p < \infty, \) that \( X \) is a Hilbert space, and that \( u \in L^p(\Omega; L^2_X(I; X)) \). Then

\[
\begin{align*}
&\quad \left\| \int_0^a t^\sigma d_s t \{ K(t, x, -z, x+tz) u(t, x+tz) \} \, dz \right\|_{H^p(\Omega; X)} \\
&\leq C \| u \|_{L^p(\Omega; L^2_X(I; X))};
\end{align*}
\]
Proof. (I) (a). Case $\sigma > 0$. The proof is similar to that of [18] Lemma 4.2 (A) (ii). Case $\sigma \leq 0$. Write $\sigma = -m + \theta$, where $0 < \theta \leq 1$, $m$ is a positive integer. Since $j \geq m$,

$$K(t, x, z, y) = \sum_{|\alpha| \leq m} K^{(0, \alpha, 0)}(t, x, z, y),$$

so that, using Lemma 2.1 Corollary 3,

$$\begin{align*}
(4.4) & \int_0^a t^\sigma d_\sigma t \left\{ K(t, x, -z, x + tz)u(t, x + tz)dz \\
& = \sum_{\alpha} D^\alpha x t^{m-n} d_\sigma t \left\{ K_{\theta}(t, x, -z, x + tz)u(t, x + tz)dz.
\end{align*}$$

From this and from the result for $\sigma > 0$ the desired result follows.

(II) (a). Case where $\sigma = k$, a non-negative integer:

For any $|\alpha| \leq k$, we have

$$D^\alpha x_0 t^k d_\sigma t \left\{ K(t, x, -z, x + tz)u(t, x + tz)dz$$

$$= \sum_{\beta} \binom{\alpha}{\beta} t^{k-|\beta|} d_\sigma t \left\{ K^{(\alpha-\beta, \beta, 0)}(t, x, -z, x + tz)u(t, x + tz)dz.$$

Hence, by [21] Theorem 3 Corollary we obtain the estimate.

Case where $\sigma = -m$; a negative integer. Since $1 + m \leq j$, it follows that

$$K(t, x, z, y) = \sum_{|\alpha| = m} K^{(0, \alpha, 0)}(t, x, z, y),$$

with $K_{\alpha} \in \mathcal{H}_{-m}$. From (4.4) and from [21] Theorem 3 Corollary our assertion follows. For the case where $\sigma$ is fractional the estimate is proved in virtue of the interpolation of operators.

(I) (b), (II) (b). The proof of part (b) is very easy, in view of the result of part (a). (See Proof of Lemma 4.1).

Now, we shall give a characterization of differentiability, which is one of the basic theorems of our investigation:
Theorem 2. (Characterization).

(I) Let $1 \leq p, q \leq \infty$, $\sigma$ be a real number, and let $i$ be a non-negative integer with $i > \sigma$.

(a) $f \in B_{p,q}^\sigma(\Omega; X)$ if and only if $f \in \mathcal{W}_p^{-\infty}(\Omega; X)$ and for any $K(x, z) \in \mathcal{K}_i$,  
$$t^{-\sigma} \int K(x, -z) f(x + tz) \, dz \in L^q(I; L^p(\Omega; X));$$

(b) $g \in B_{p,q}^\sigma(\mathbb{R}^n; X)$ if and only if $g \in \mathcal{W}_p^{-\infty}(\mathbb{R}^n; X)$ and for any $K(x, z) \in \mathcal{K}_i$,  
$$t^{-\sigma} \int K(x + tz, z) g(x + tz) \, dz \in L^q(I; L^p(\Omega; X)).$$

(II) Let $1 < p < \infty$, $\sigma$ be a real number and let $i$ be a non-negative integer with $1 + \sigma \leq i$. Assume that $X$ is a Hilbert space. Then

(a) $f \in H_p^\sigma(\Omega; X)$ if and only if $f \in \mathcal{W}_p^{-\infty}(\Omega; X)$ and for any $K(x, z) \in \mathcal{K}_i$,  
$$t^{-\sigma} \int K(x, -z) f(x + tz) \, dz \in L^p(\Omega; L^q(I; X));$$

(b) $g \in H_p^\sigma(\mathbb{R}^n; X)$ if and only if $g \in \mathcal{W}_p^{-\infty}(\mathbb{R}^n; X)$ and for any $K(x, z) \in \mathcal{K}_i$,  
$$t^{-\sigma} \int K(x + tz, z) g(x + tz) \, dz \in L^p(\Omega; L^q(I; X)).$$


Sufficiency: by Lemma 4.2, Lemma 3.2, and by Theorem 1. (choose $m, k, l, h$ so that $m - k \geq j$, $l \geq i$, $k - \sigma > 0$, $h + \sigma > 0$, where $j$ is the smallest non-negative integer such that $-\sigma < j$ in (I), or $1 - \sigma \leq j$ in (II).). Since $f \in \mathcal{W}_p^{-\infty}(\Omega; X)$, it follows that $f_\omega(x) \in \mathcal{W}_p^{-\infty}(\Omega; X)$. This completes the proof.

Remark. Let $k, h, l, m$ be as in the proof of Theorem 2, and let $U^\alpha, U_\beta, f_\beta, f_\omega$ be the functions defined in Theorem 1. Then $f \in B_{p,q}^\sigma(\Omega; X)$ if and only if

$$t^{-\sigma} U^\alpha(t, x), t^{-\sigma} U_\beta(t, x) \in L^q(I; L^p(\Omega; X))$$

for $|\alpha| = k$, $|\beta| \leq h$,

$$f_\beta(x) \in L^p(\Omega; X)$$

for $|\beta| \leq h$. 
and \( f_\omega(x) \in W_p^\beta(\Omega; X) \). And \( B^p_{\beta, q}(\Omega; X) \)-norm is equivalent with the norm

\[
\sum_{|\alpha| \neq i} \| t^{-\sigma} U^\alpha(t, x) \|_{L^q_p(I; L^p(\Omega; X))} + \sum_{|\beta| \neq i} \| t^{-\sigma} U^\beta(t, x) \|_{L^q_p(I; L^p(\Omega; X))} + \sum_{|\gamma| \neq i} \| f_\gamma(x) \|_{L^p(\Omega; X)} + \| f_\omega(x) \|_{W^p_0(\Omega; X)}.
\]

The analogous facts hold for \( H^p_\beta \), \( B^p_{\beta, q, a} \) or \( H^p_\beta, u \).

**Corollary 1.** Under the same assumptions as in the theorem,

(I) (a) \( f \in B^p_{\beta, q}(\Omega; X) \) if and only if \( f \in W_p^{\alpha}(\Omega; X) \) and for any \( K(x, z) \in \mathcal{K}_0 \) and for any \( |\alpha| \geq i \)

\[
t^{\alpha - \sigma} D^i_x \int K(x, -z)f(x + tz)dz \in L^q_\beta(I; L^p(\Omega; X));
\]

(b) \( g \in B^p_{\beta, q, a}(\mathbb{R}^n; X) \) if and only if \( g \in W_p^{\alpha}(\mathbb{R}^n; X) \) and for any \( K(x, z) \in \mathcal{K}_0 \) and for any \( |\alpha| \geq i \)

\[
t^{\alpha - \sigma} D^i_x \int K(x + tz, z)g(x + tz)dz \in L^q_\beta(I; L^p(\Omega; X));
\]

(II) (a) \( f \in H^p_\beta(\Omega; X) \) if and only if \( f \in W_p^{\alpha}(\Omega; X) \) and for any \( K(x, z) \in \mathcal{K}_0 \) and any \( |\alpha| \geq i \)

\[
t^{\alpha - \sigma} D^i_x \int K(x, -z)f(x + tz)dz \in L^p(\Omega; L^q_\beta(I; X));
\]

(b) \( g \in H^p_{\beta, a}(\mathbb{R}^n; X) \) if and only if \( g \in W_p^{\alpha}(\mathbb{R}^n; X) \) and for any \( K(x, z) \in \mathcal{K}_0 \) and for any \( |\alpha| \geq i \)

\[
t^{\alpha - \sigma} D^i_x \int K(x + tz, z)g(x + tz)dz \in L^p(\Omega; L^q_\beta(I; X)).
\]

**Proof.** (I) (a), (II) (a). From Lemma 2.1 Corollary 2 it follows that

\[
D^i_x \int K(x, -z)f(x + tz)dz = \sum_{|\beta| = i} (\alpha/\beta) t^{-1|\beta|} \int K^{(a, \beta, \beta)}(x, -z)f(x + tz)dz
\]

\[
= \sum_{|\beta| = i} (\alpha/\beta) t^{-1|\beta|} U_{a, \beta}(t, x).
\]

On the other hand if \( f \in B^p_{\beta, q}(\Omega; X) \) (or \( H^p_\beta(\Omega; X) \)), then \( f \in B^p_{\alpha, q}^{-|\alpha| + 1|\beta|} \) (or \( H^p_\beta^{-|\alpha| + 1|\beta|} \)), but \( K^{(a, \beta, \beta)} \in \mathcal{K}_{-|\beta|}, |\beta| > \sigma - |\alpha| - |\beta| \) when \( |\alpha| \geq i \).
Therefore, by the theorem we obtain

\[ t^{1|\alpha|-1|\beta|} \ast U_{\alpha, \beta}(t, x) \in L^p_\lambda(I; L^p(\Omega; X)) \quad \text{(or } \in L^p(\Omega; L^p_\lambda(I; X)) \text{)}, \]

which gives

\[ t^{1|\alpha|} \ast D_x^\beta K(x, z)f(x + tz)dz \in L^p_\lambda(I; L^p(\Omega; X)) \quad \text{(or } \in L^p(\Omega; L^p_\lambda(I; X)) \text{)}. \]

Conversely, assume that this holds for any \( K \in \mathcal{A}_0 \) and \(|\alpha| \geq i\). Let \( K(x, z) \) be

\[ K(x, z) = \sum_{|\alpha| = i} K^{(0, \alpha)}(x, z). \]

Then, we obtain by Lemma 2.1 Corollary 3 that

\[ t^{-\delta} \int K(x, z)f(x + tz)dz = t^{-\delta} \sum_{|\alpha| = i} D_x^\beta K^{(0, \alpha)}(x, z)f(x + tz)dz \]

\[ \in L^p_\lambda(I; L^p(\Omega; X)) \quad \text{(or } \in L^p(\Omega; L^p_\lambda(I; X)) \text{)}. \]

(I) (b), (II) (b). Using the identities given in Lemma 2.1 Corollary 2 and in its Corollary 3, we can verify part (b).

**Corollary 2.** Let \( m \) be a non-negative integer.

(I) Assume that \( 1 \leq p, q \leq \infty \). Then \( f \in B^p_q(\Omega; X) \) if and only if \( f \in W^{\alpha, \infty}(\Omega; X) \) and \( D^\alpha f \in B^{\alpha, \infty}_p(\Omega; X) \) for any \(|\alpha| = m\);

(II) Assume that \( X \) is a Hilbert space and that \( 1 < p < \infty \). Then, \( f \in H^p_\beta(\Omega; X) \) if and only if \( f \in W^{\alpha, \infty}_p(\Omega; X) \) and \( D^\alpha f \in H^{\alpha, \infty}_p(\Omega; X) \) for any \(|\alpha| = m\);

**Proof.** (I) It suffices to prove “if” part. Let \( i \) be a non-negative integer such that \( i > \sigma, m \), and let

\[ K(x, z) = \sum_{|\alpha| = m} K^{(0, \alpha)}(x, z), \quad K^{(0, \alpha)} \in \mathcal{A}_{i-m}. \]

Then, using the identity

\[ t^{-\gamma} \int K(x, z)f(x + tz)dz = \sum_{|\alpha| = m} t^{-\gamma} \int K^{(0, \alpha)}(x, z)f^{(\alpha)}(x + tz)dz, \]

and the theorem, we obtain the assertion.
Corollary 3. If \( \sigma < r \) then \( B_{p, q}^r(\mathcal{O} ; X) \supset B_{p, q}^r(\mathcal{O} ; X) \).

§ 5. Fractional Derivatives

Let \( f \in \mathcal{D}'(\mathcal{O} ; X) \), \( g \in \mathcal{D}'_0(\mathbb{R}^n ; X) \), and let \( \lambda \) be a complex number. Then by Lemma 2.2 Corollary 1 and by Example 2.1 the integrals

\[
F_\lambda(x) = \left( a \right) \int_0^a t^\lambda d^* t K(t, x, z, y) f(x + t z) d z
\]

and

\[
G_\lambda(x) = \left( b \right) \int_0^a t^\lambda d^* t K(t, x + t z, z, y) g(x + t z) d z
\]

exist when \( K(t, x, z, y) \in \mathcal{S} : i + \Re \lambda > 0 \).

In this section we shall prove a theorem which shows us that \( F_\lambda \) and \( G_\lambda \) are, in a sense, generalization of the fractional derivative and the fractional integral.

Theorem 3. Let \( i, j \) be non-negative integers and let \( K(t, x, z, y) \in \mathcal{S} \).

(I) Assume that \( j > \sigma, \sigma + \Re \lambda > j - i \) and \( 1 \leq p, q \leq \infty \). Then,

(a) the operator \( f \rightarrow F_\lambda \) is a bounded linear operator from \( B_{p, q}^r(\mathcal{O} ; X) \) into \( B_{p, q}^{r + \Re \lambda}(\mathcal{O} ; X) \);

(b) the operator \( g \rightarrow G_\lambda \) is a bounded linear operator from \( B_{p, q, b}^r(\mathbb{R}^n ; X) \) into \( B_{p, q, b}^{r + \Re \lambda}(\mathbb{R}^n ; X) \).

(II) Assume that \( j > \sigma, \sigma + \Re \lambda > j - i + 1 \), \( X \) is a Hilbert space, and that \( 1 < p < \infty \). Then, (a) the operator \( f \rightarrow F_\lambda \) is a bounded linear operator from \( H_p^r(\mathcal{O} ; X) \) into \( H_p^{r + \Re \lambda}(\mathcal{O} ; X) \); (b) the operator \( g \rightarrow G_\lambda \) is a bounded linear operator from \( H_{p, b}^r(\mathbb{R}^n ; X) \) into \( H_{p, b}^{r + \Re \lambda}(\mathbb{R}^n ; X) \).

Proof. We shall prove only part (I) (a). The other parts are proved similarly.

(i) Case \( j \leq i \). From Lemma 3.4 it follows that
\[
\int K(t, x, -z, x + tz) f(x + tz) \, dz
\]
\[
= \sum_{|\alpha| \leq m} \left( -1 \right)^{|\alpha|} \hat{K}_\alpha(t, x, -z, x + tz) \{ u^\alpha(t, x + tz) + t^k f^{(l)}(x + tz) \} \, dz
\]
\[
+ \sum_{|\beta| \leq k} \left( -1 \right)^{|\beta|} t^k D^\beta \{ K(t, x, -z, x + tz) \} u^\beta(t, x + tz) \, dz,
\]
where \( K(t, x, z, y) = \sum K^{(\alpha, \beta, 0)}(t, x, z, y) \), and \( u^\alpha, u^\beta, f^{(l)} \) are the functions defined in Theorem 1 with \( h + \sigma > 0, l - h > \sigma, k > \sigma, i - k > -\sigma - \text{Re} \lambda \).

With the aid of Theorem 2 and Lemma 4.2 this shows our assertion.

(ii) Case \( j > i \). Let \( |\alpha| = j - i \). Then, from Lemma 2.1 Corollary 2 it follows that
\[
D^\alpha F^\lambda(x) = \sum_{|\beta| \leq m} \left( \frac{\alpha}{\beta} \right)^{\lambda-|\beta|} \int_0^t \int_0^s K^{(\alpha-\beta, \beta, 0)}(t, x, -z, x + tz) f(x + tz) \, dz
\]
Since \( B^s_{\infty, \infty} \subset B^{s-i\lambda}_{\infty, \infty} \), and since \( K^{(\alpha-\beta, \beta, 0)} \in K_{i+|\beta|} \), with the aid of the result in (i), this gives \( D^\alpha F^\lambda(x) \in B^{s-i\lambda}_{\infty, \infty} \). Similarly, we have \( F^\lambda \in B^{s-i\lambda}_{\infty, \infty} \), and by Theorem 2 Corollary 2 we obtain \( F^\lambda \in B^{s-i\lambda}_{\infty, \infty}(\Omega; X) \).
This completes the proof.

**Corollary 1.** Let \( m \) be a positive integer.

(I) Assume that \( 1 \leq p, q \leq \infty \). Then,

(a) for any \( f \in B^s_{p, q}(\Omega; X) \) there exist \( f_a \in B^{s+a}_{p, q}(\Omega; X), |\alpha| \leq m \), such that \( f = \sum_{|\alpha| \leq m} D^\alpha f \);

(b) for any \( g \in B^s_{p, q}(\mathbb{R}^n; X) \) there exist \( g_a \in B^{s+a}_{p, q}(\mathbb{R}^n; X), |\alpha| \leq m \), such that \( g = \sum_{|\alpha| \leq m} D^\alpha g_a \).

(II) Assume that \( X \) is a Hilbert space and that \( 1 < p < \infty \). Then, (a) for any \( f \in H^s_p(\Omega; X) \) there exist \( f_a \in H^{s+a}_p(\Omega; X), |\alpha| \leq m \), such that \( f = \sum_{|\alpha| \leq m} D^\alpha f_a \); (b) for any \( g \in H^s_p, q(\mathbb{R}^n; X) \) there exist \( g_a \in H^{s+a}_p, q(\mathbb{R}^n; X), |\alpha| \leq m \), such that \( g = \sum_{|\alpha| \leq m} D^\alpha g_a \).

**Proof.** These are direct consequences of the theorem and Lemma 3.1 Corollary 2.

**Corollary 2.**
\[
\bigcup_{-\infty < \sigma < \infty} B^{s}_{p, q}(\Omega; X) = W^s_{p}(\Omega; X).
\]
If \( p \leq q \) then \( W_p^{-\infty}(\mathcal{Q}; X) \subset W_q^{-\infty}(\mathcal{Q}; X) \).

**Proof.** By Corollary 1 and by \( [20] \) Theorem 1 (this theorem is also valid for \( X \)-valued functions, cf. §7).

**Example.** Let \( 0 < \Re \lambda < 1, m \neq 0, x \in \mathbb{R}^1 \), and \( \varphi \in C_0^\infty(\mathbb{R}^1) \) with support contained in \( -2 < z < -1 \). Then

\[
\int_0^1 t^\lambda d_\varphi t \left[ \varphi(-z)e^{im(x+tz)}dz \right] = e^{imz} \int_0^1 t^\lambda d_\varphi t \int_{-\infty}^{\infty} e^{imtz} \varphi(z)dz + c_m(\lambda, m)e^{imz},
\]

where

\[
c_m(\lambda, m) = \int_1^\infty t^\lambda d_\varphi t \int_{\mathbb{R}} e^{imtz} \varphi(-z)dz.
\]

A simple calculation shows that

\[
\int_0^\infty t^\lambda d_\varphi t \int_{-\infty}^{\infty} e^{-imtz} \varphi(z)dz = m\lambda \int_0^\infty \varphi(t)t^{\lambda-1}dt \quad \text{for } m > 0,
\]

\[
= -m\lambda \int_0^\infty \varphi(t)t^{\lambda-1}dt \quad \text{for } m < 0,
\]

where

\[
\varphi(t) = \int_{-\infty}^{\infty} \varphi(z)e^{-itz}dz.
\]

Since \( \varphi(t) \) is an entire function such that \( |\varphi(t)| \leq Ce^{-\Im t} \) for \( \Im t \geq 0 \), we obtain

\[
\int_0^\infty \varphi(t)t^{\lambda-1}dt = -\int_{-\infty}^0 \varphi(t)t^{\lambda-1}dt = c(\lambda)i^\lambda.
\]

Therefore, for \( f(x) = \sum_{-\infty}^{\infty} c_m e^{imx} \) we have

\[
\int_0^1 t^\lambda d_\varphi t [\varphi(-z)f(x+tz)dz = c(\lambda) \sum_{-\infty}^{\infty} (im)^\lambda c_m e^{imx} f_m(x),
\]

where
\[ f_m(x) = \sum_{m=-\infty}^{\infty} c_m(\lambda, m) e^{imx} \in C^\infty(\mathbb{R}^1), \]

since
\[ |c_m(\lambda, m)| \leq C_{\lambda, k} |m|^{-k} \]
for any \( k > 0 \). Note that
\[ \sum_{m=-\infty}^{\infty} (im)^{\lambda} c_m e^{imx} \]
is the fractional derivative in the sense of Hardy-Littlewood \([11]\).

Next, we shall discuss the product of the operators defined by (5.1) or (5.2).

**Theorem 4.** Let \( i \) and \( j \) be non-negative integers, \( K(t, x, z, y) \in \mathcal{H}_i \), \( L(t, x, z, y) \in \mathcal{H}_j \), and let \( \lambda \) and \( \mu \) be numbers with \( i + \text{Re} \lambda > 0 \), \( j + \text{Re} \mu > 0 \). Then there exist \( M_k(t, x, z, y) \in \mathcal{H}_{i-j-k}, k = 0, \ldots, i \), and \( \mathcal{M}(t, x, z, y) \in \mathcal{H}_0 \) such that
\[
\int_0^a s^\lambda d_s \int K(s, x, -w, x + sw) dw \int_0^a t^\mu d_t \int L(x, x + sw, -z, x + sw + tz) f(x + sw + tz) dz
\]
holds for any \( f \in \mathcal{D}'(\Omega; X) \); and there exist \( N_k(t, x, z, y) \in \mathcal{H}_{j+i-k}, k = 0, \ldots, i \), and \( \mathcal{N}(t, x, z, y) \in \mathcal{H}_0 \) such that for \( g \in \mathcal{D}'(\mathbb{R}^n; X) \)
\[
\int_0^a s^\lambda d_s \int K(s, x + sw, w, x) dw \int_0^a t^\mu d_t \int L(x, x + sw + tz, z, x + sw + tz) g(x + sw + tz) dz
\]
holds for any \( g \in \mathcal{D}'(\mathbb{R}^n; X) \).
To prove the theorem we shall need the following lemma.

**Lemma 5.1.** Let $K(t, x, z, y)$, $L(t, x, z, y) \in \mathcal{K}_0$, and let $\Re \lambda$, $\Re \mu > 0$. Then

$$
\int_0^\infty \frac{s^{\mu-n}d_\infty s}{(1+s)^{\lambda+\mu-2n}} \left[ K\left( \frac{t}{1+s}, x, -(1+s)w, x+tw \right) - L\left( \frac{st}{1+s}, x+tw, \frac{1+s}{s}(z+w), y \right) \right] dw
$$

belongs to $\mathcal{K}_0$.

**Proof.** Let

$$
M(t, s, x, z, y) = \int \left[ K\left( \frac{t}{1+s}, x, -(1+s)w, x+tw \right) - L\left( \frac{st}{1+s}, x+tw, \frac{1+s}{s}(z+w), y \right) \right] dw.
$$

Then

$$
|M(t, s, x, z, y)| \leq C_1 \int \frac{t^\mu}{1+t^\alpha} dw = C_1 a_n b_n (1+s)^{-n},
$$

$$
|M(t, s, x, z, y)| \leq C_1 \int \frac{s^{\mu-n}}{1+s} dw = C_1 a_n b_n \left( \frac{s}{1+s} \right)^n,
$$

where $a_n$ is the volume of the unit ball $B$ in $\mathbb{R}^n$, so the integral

$$
\int_0^\infty M(t, s, x, z, y) \frac{s^{\mu-n}}{(1+s)^{\lambda+\mu-2n}} d_\infty s = M(t, x, z, y)
$$

is uniformly convergent and a bounded function of $t, x, z, y$. Similarly, for any $\alpha$, $\beta$, $\gamma$, the integral

$$
\int_0^\infty D_\alpha^x D_\beta^y D_\gamma^z M(t, s, x, z, y) \frac{s^{\mu-n}}{(1+s)^{\lambda+\mu-2n}} d_\infty s
$$

is uniformly convergent and a bounded function of $t, x, z, y$. Therefore, $M(t, x, z, y)$ is a $\mathcal{B}(\mathbb{R}^{2n})$-valued continuous function of $0 \leq t < t_0$.

Next consider the support of $M(t, x, z, y)$. Let us assume that for some $s M(t, s, x, z, y) \neq 0$. 


Then for some $w$

$$-(1+s)w \in -A\left(\frac{t}{1+s}, x\right),$$

$$\frac{1+s}{s}(z+w) \in -A\left(\frac{ts}{1+s}, x+tw\right),$$

so that, putting $v=(1+s)w$ and $t_1=\frac{t}{1+s}$, we have

$$v \in A(t_1, x), -tz-t_1v \in (t-t_1)A(t-t_1, x+t_1v),$$

and, therefore, $-z \in A(t, x)$. Thus $M \in \mathcal{X}_0$.

**Proof of Theorem 4.** Let $f \in \mathcal{D}'(\Omega; X)$, and assume that $K = \sum_{|\alpha|=r} K_{\alpha}^{(\alpha, \beta, 0)}$, $L = \sum_{|\beta|=j} L_{\beta}^{(\alpha, \beta, 0)}$. By Lemma 2.2 we have

$$\int K(s, x, -w, x+sw)dw \int_0^t \int_0^{|s\beta|} d\eta d\gamma$$

$$\int L(t, x+sw, -z, x+sw+tz) f(x+sw+tz) dz$$

$$= \int_0^t \int_0^{|s\beta|} d\eta d\gamma U(s, t, x) dz$$

where

$$U(s, t, x)=\int K(s, x, -w, x+sw)dw$$

$$\int L(t, x+sw, -z, x+sw+tz) f(x+sw+tz) dz$$

Since by Lemma 2.1 Corollary 2 we find that

$$D_2^s \int L(t, x, -z, x+tz) f(x+tz) dz$$

$$= \sum_{|\beta|=j} t^l \sum_\varepsilon \sum_\eta \left(\begin{array}{c} \beta \\ \varepsilon \end{array}\right) \int t^{-|\varepsilon|} L_{\varepsilon}^{(\gamma+\varepsilon, \beta, 0)}(t, x, -z, x+tz) f^{(\varepsilon)}(x+tz) dz,$$

$$= t^l \sum_{|\beta|=j} \sum_\varepsilon \sum_\eta \left(\begin{array}{c} \varepsilon \\ \eta \end{array}\right) \int t^{\gamma+\varepsilon-\beta, 0, 0}(t, x, -z, x+tz) f^{(\varepsilon)}(x+tz) dz,$$
we obtain that $U(s, t, x)$ is equal to

$$
eq t^{i+j} \sum_{\varepsilon} \sum_{\eta} \left( \frac{\varepsilon}{\eta} \right) \sum_{i|\eta|\leq i} \sum_{\beta=1} \left( \frac{i}{\beta} \right) U_{\beta \varepsilon \eta}(s, t, x),$$

with

$$U_{\beta \varepsilon \eta}(s, t, x) = \sum_{i|\alpha|\leq i} \left( \frac{\alpha}{\gamma} \right) K_{\alpha\gamma}(s, 0, 0, \beta, \varepsilon, \eta, x, -w, x + sw) dw$$

\[ \times L_{\beta \varepsilon \eta}^{\gamma, \beta, \varepsilon, \eta}(t, x + sw, -z, x + sw + tz) f(\nu)(x + sw + tz) dz. \]

Hence, by the fact that

$$\int_0^a s^k d\zeta \int_0^a t^n U(s, t, x) dt$$

$$= \left\{ \int_0^a t^{\lambda+\mu} d\zeta \int_0^a (1+s)^{\lambda+\mu} + \int_0^a t^{\lambda+\mu} d\zeta \int_0^a (1+s)^{\lambda+\mu} \right\} U \left( \frac{t}{1+s}, \frac{ts}{1+s}, x \right),$$

$$= F(x) + F_0(x),$$

and by interchanging the variables

$$\frac{t}{1+s} w = t \bar{w}, \quad \frac{t}{1+s} w + \frac{ts}{1+s} z = t \bar{z},$$

$$dw dz = (1+s)^{2\mu-s} d\bar{w} d\bar{z},$$

we have

$$F(x) = \sum_{i+j \geq i | \eta \geq j} \int_0^a t^{\lambda+\mu+\nu+i+j} d\zeta \int_0^a \left( \frac{\bar{\varepsilon}}{\eta} \right) M_{\epsilon \eta \varepsilon \eta}^{(0, 0, \varepsilon, \eta)}(t, x, -z, x + tz) f(\nu)(x + tz) dz,$$

(by Lemma 2.1 Corollary 2)

$$= \sum_{k=0}^a \int_0^a t^{\lambda+\mu+k} d\zeta \int_0^a \sum_{\bar{\varepsilon}} M_{\epsilon \eta \varepsilon \eta}^{(0, 0, \varepsilon, 0)}(t, x, -z, x + tz) f(x + tz) dz,$$

$$= \sum_{k=0}^a \int_0^a t^{\lambda+\mu+k} d\zeta \int_0^a M_k(t, x, -z, x + tz) f(x + tz) dz,$$

where
The fact that $T_{\|f\|, t} T_{\|f\|} - \Xi_0$ is given by Lemma 5.1. The term $F(x)$ can be computed similarly. The second part of the theorem can be argued in the same way and the proof of the theorem completes.

§6 Approximation and Extension

In this section we shall consider two problems. The first is the approximation problem: Can any element in a given space (Besov or Sobolev) be approximated by an infinitely differentiable function? The second is the extension problem: How can elements in a given space of distributions defined on $\Omega$ be extended to $\mathbb{R}^n$ with preservation of their differentiability properties? In the following of this section we shall assume that $X$ is a Banach space, $\sigma$ a real number, $1 \leq p \leq \infty$, $1 \leq q \leq \infty$.

Theorem 5. (Approximation) Let $m$ be a positive integer such that $m \geq \sigma + 1$. Assume that $\omega(z) \in C_c^\infty(\mathbb{R}^n)$, supp $(\omega) \subset B$,

$$\int \omega(z) \, dz = 1.$$ 

For $f \in \mathcal{D}'(\Omega; X)$ and $g \in \mathcal{D}'(\mathbb{R}^n; X)$ set

$$U_m(t, x) = \int \omega_m(x - z) f(x + tz) \, dz,$$

$$V_m(t, x) = \int \omega_m(x + tz, z) g(x + tz) \, dz.$$
where

\[ \omega_m(x, z) = \sum_{|\alpha| \leq m} \frac{1}{\alpha!} D_z^\alpha \{ x^\alpha \omega(-z - \Psi(x)) \}. \]

(I) If \( f \in B^p_{p,q}(\mathcal{O}; X) \), then

\[ U_m(t, x) \to f(x) \quad \text{in } B^p_{p,q}(\mathcal{O}; X) \quad \text{as } t \to 0. \]

If \( g \in B^p_{p,q}(\mathbb{R}^n; X) \), then \( \text{supp} V_m(t, x) \subset \mathcal{O} \) and

\[ V_m(t, x) \to g(x) \quad \text{in } B^p_{p,q}(\mathbb{R}^n; X) \quad \text{as } t \to 0. \]

(II) Assume moreover that \( X \) is a Hilbert space and \( 1 < p < \infty \).

If \( f \in H^p_0(\mathcal{O}; X) \), then

\[ U_m(t, x) \to f(x) \quad \text{in } H^p_0(\mathcal{O}; X) \quad \text{as } t \to 0. \]

If \( g \in H^p_{p,q}(\mathbb{R}^n; X) \) then \( \text{supp} V_m(t, x) \subset \mathcal{O} \) and

\[ V_m(t, x) \to g(x) \quad \text{in } H^p_{p,q}(\mathbb{R}^n; X) \quad \text{as } t \to 0. \]

Proof. From Theorem 1 Corollary it follows that

\[ U_m(\varepsilon, x) = F_{1, \varepsilon}(x) + F_{2, \varepsilon}(x) + F_{3, \varepsilon}(x) + F_4(x), \]

(Here we make use of the same notations as in Theorem 1) And from Lemma 4.1 and Lemma 3.3 it follows that, taking \( k = m \),

\[ t^{-\sigma} u^a(t, x), t^{-\sigma} u^b_\beta(t, x), t^{-\sigma} t^{1/\alpha} f^a_\alpha(x) \in L^q(I; L^p(\mathcal{O}; X)). \]

Therefore, \( F_{1, \varepsilon}, F_{2, \varepsilon} \) and \( F_{3, \varepsilon} \) converge in \( B^p_{p,q}(\mathcal{O}) \). Combining this with the fact that

\[ U_m(\varepsilon, x) \to f(x) \quad \text{in } \mathcal{D}'(\mathcal{O}; X) \quad \text{as } \varepsilon \to 0. \]

which follows from Lemma 2.1, we obtain the first part of the theorem. The remainder parts are verified in the same way.

**Corollary.** (I) \( W^p_{p,q}(\mathcal{O}; X) \) is dense in \( B^p_{p,q}(\mathcal{O}; X) \), \( W^p_{p,q}(\mathbb{R}^n; X) \) is dense in \( B^p_{p,q}(\mathbb{R}^n; X) \), also \( C_0^\infty(\mathcal{O}; X) \) is dense in \( B^p_{p,q}(\mathbb{R}^n; X) \).

(II) Assume that \( X \) is a Hilbert space and \( 1 < p < \infty \). Then, \( W^p_{p,q}(\mathcal{O}; X) \)
is dense in $H^s_\Omega(\mathbb{Q}; X)$. $W^{\infty}_{p,q}(\mathbb{Q}; X)$ is dense in $H^s_{p,q}(\mathbb{R}^n; X)$, also $C_0^\infty(\mathbb{Q}; X)$ is dense in $H^s_{p,q}(\mathbb{R}^n; X)$. From the imbedding theorem (cf. §8), we have

$$W^{\infty}_{p,q}(\mathbb{Q}; X) \subset C_0^\infty(\mathbb{Q}; X),$$

$$W^{\infty}_{p,q}(\mathbb{R}^n; X) \subset C_0^\infty(\mathbb{R}^n; X).$$

**Proof.** It suffices to prove the denseness of $C_0^\infty(\mathbb{Q}; X)$. Since $V_m(t, x)$ is a $W^t_{p,q}(\mathbb{R}^n; X)$-function with support contained in $\mathbb{Q}$, taking $\varphi \in C_0^\infty(\mathbb{R}^n)$ such that

$\varphi(x) = 1$ on $|x| \leq 1$,

$\varphi(x) = 0$ in $|x| > 2$,

$0 \leq \varphi(x) \leq 1$,

it follows that

$$g_{m \varepsilon}(x) = \varphi\left(\frac{x}{m}\right)V(\varepsilon, x) \rightarrow V(\varepsilon, x) \quad \text{in } B^s_{p,q}(\mathbb{R}^n; X),$$

and that $g_{m \varepsilon} \in C_0^\infty(\mathbb{Q}; X)$.

Next, consider

**Theorem 6.** (Extension) By $R$ we shall denote the restriction to $\mathbb{Q}$ of generalized functions defined on $\mathbb{R}^n$.

(I) There exist a bounded linear operator $E$ from $B^s_{p,q}(\mathbb{Q}; X)$ into $B^s_{p,q}(\mathbb{R}^n; X)$ such that $REf = f$ for any $f \in B^s_{p,q}(\mathbb{Q}; X)$. More precisely, for any positive integers $i$ and $j$ there exists a linear operator $E$:

$$\bigcup_{-j \leq \sigma < i} B^s_{p,q}(\mathbb{Q}; X) \rightarrow \bigcup_{-j \leq \sigma < i} B^s_{p,q}(\mathbb{R}^n; X),$$

whose restriction to $B^s_{p,q}(\mathbb{Q}; X), -j \leq \sigma < i$, has the above properties.

(II) The same fact also holds for Sobolev spaces $H^s_\Omega(\mathbb{Q}; X)$ if we assume that $X$ is a Hilbert space and $1 < p < \infty$.

**Proof.** (I) We shall use the integral representation given in Theorem 1, in which we shall take $m, k, l, h$ so that $m-k \geq j, l+k \geq i, k \geq i, l-h \geq i, h+m \geq j, h \geq j$ (e.g. $m-l = j+i, k = i, h = j$). Let $u^\alpha, u_\beta, u_\alpha =$
be as in Theorem 1, and define
\[
\tilde{u}^{(a)}(t, x) = \begin{cases} 
u^a(t, x) & \text{for } x \in \Omega, \\ 0 & \text{for } x \notin \Omega. \end{cases}
\]
also define \( \tilde{u}_\beta, \tilde{u}_\alpha, \tilde{f}_\beta, \tilde{f}_\alpha \) analogously. If \( f \in B_{p,q}^\tau(\Omega; X), -j < \sigma < i \), then
\[
t^{-\sigma} \tilde{u}^\alpha, t^{-\sigma} \tilde{u}_\alpha, t^{-\sigma} \tilde{f}_\alpha \in L_p(I; L_p^p(\mathbb{R}^n; X))
\]
and \( \tilde{f}_\beta, \tilde{f}_\alpha \in L^p(\mathbb{R}^n; X) \). Hence the distribution \( f(x) \) on \( \mathbb{R}^n \) given by the formula for \( f \) in Theorem 1 with \( u^\alpha, u_\beta, t^\beta f^\alpha, f_\beta \) and \( f_\alpha \) replaced by \( \tilde{u}^\alpha, \tilde{u}_\beta, \tilde{u}_\alpha, \tilde{f}_\beta \) and \( \tilde{f}_\alpha \), respectively, belongs to \( B_{p,q}^\tau(\mathbb{R}^n; X) \) and its restriction to \( \Omega \) is equal to \( f \). Moreover, it follows from Lemma 4.1, Lemma 3.3 and Lemma 4.2 that the mapping \( f \rightarrow \tilde{f} \) is continuous from \( B_{p,q}^\tau(\mathbb{R}^n; X) \) into \( B_{p,q}^\tau(\mathbb{R}^n; X) \). This completes the proof of part (I). Part (II) can be proved similarly.

\[\text{§7 Interpolation Theorems}\]

In this section we assume that \( \alpha, \tau \) are real numbers, \( 1 \leq p, q, \xi, \eta \leq \infty \), and that \( X \) is a Banach space.

To discuss the relation between Besov space \( B_{p,q}^\tau \) and Sobolev space \( H^\sigma_p \), we first consider the following:

**Lemma 7.1.** Let \( j \) be a positive integer such that \( j \geq 1 + \sigma \), and let \( 1 \leq \xi \leq \eta \leq \infty \). Assume that \( 1 < p < \infty \) and that \( X \) is reflexive.

(a) If \( f \in W_p^{-\xi}(\Omega; X) \) and if for any \( K(x, z) \in \mathcal{K}_j \)

\[
t^{-\sigma} \int K(x, -z) f(x + tz) \, dz \in L_p(\Omega; L_p^\xi(I; X)),
\]

\( (\text{or } \in L_p^\xi(I; L_p(\Omega; X))) \)

then for any \( K(t, x, z, y) \in \mathcal{K}_j \)

\[
t^{-\sigma} \int K(t, x, -z, x + tz) f(x + tz) \, dz \in L_p(\Omega; L_p^\xi(I; X)).
\]

(\( \text{or } \in L_p^\xi(I; L_p(\Omega; X)) \))

(b) If \( g \in W_p^{-\eta}(\mathbb{R}^n; X) \) and if for any \( K(x, z) \in \mathcal{K}_j \)
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\[ t^{-\sigma} \int K(x + tz, z) g(x + tz) d\omega \in L^p(\Omega; L^p_k(I; X)), \]

(or \( L^p_k(I; L^p(\Omega; X)) \)),

then for any \( K(t, x, z, \gamma) \in \mathcal{K}_f \)

\[ t^{-\sigma} \int K(t, x + tz, z, x) g(x + tz) d\omega \in L^p(\Omega; L^p_k(I; X)). \]

(or \( L^p_k(I; L^p(\Omega; X)) \)).

**Proof.** By Lemma 3.4 we have

\[ \int K(t, x, -z, x + tz) f(x + tz) d\omega = U_1(t, x) + U_2(t, x) + U_3(t, x), \]

where

\[ U_1(t, x) = \sum_{\alpha \leq k} (-1)^{k-|\alpha|} \int K_\alpha(t, x, -z, x + tz) u^\alpha(t, x + tz) d\omega, \]

\[ U_2(t, x) = \sum_{\beta \leq k} (-1)^{1|\beta|} \int t^{h-|\beta|} D_\beta f(t, x, -z, x + tz) u_\beta(t, x + tz) d\omega, \]

\[ U_3(t, x) = \sum_{\alpha \leq k} (-1)^{k-|\alpha|} \int K_\alpha(t, x, -z, x + tz) t^{h} f(t, x + tz) d\omega. \]

Here \( u^\alpha, u_\beta, f_\omega \) are functions defined in Theorem 1 with \( m = k = h, l = 2k \). Since \( L^{(a-\beta, \beta)} \in \mathcal{K}_f \), by the assumption we obtain

\[ s^{-\sigma} t^{h-|\beta|} \int L^{(a-\beta, \beta)}(x, -w) f(x + sw) d\omega \in L^p(\Omega; L^p_k), \]

so, with the aid of Lemma 3.3, we have \( t^{-\sigma} u^\alpha(t, x) \in L^p(\Omega; L^p_k) \). This and the following Lemma 7.3 gives

\[ t^{-\sigma} U_1(t, x) \in L^p(\Omega; L^p_k). \]

In the same way we obtain \( t^{-\sigma} U_2(t, x) \in L^p(\Omega; L^p_k) \). And \( t^{-\sigma} U_3(t, x) \in L^p(\Omega; L^p_k) \) is obvious. Thus the lemma is proved.

**Corollary.** If \( 1 \leq \xi \leq \eta \leq \infty \), then

\[ B^\xi_{p, q}(\Omega; X) \subset B^\eta_{p, q}(\Omega; X). \]
Proof. By Theorem 2 and the lemma we obtain the assertion.

Lemma 7.2. Let $X, Y$ be Banach spaces, $1 < p$, and let $K(x, z, y)$ be an $L(X, Y)$-valued strongly measurable function of $x, z, y \in \mathbb{R}^n$ which satisfies the inequality ($L(X, Y)$ is the space of bounded linear operators $X \to Y$)

$$|| z |^{\alpha+1} D_y D_z K(x, z, y) ||_{L(X, Y)} \leq C_{\alpha, \beta} < \infty, \text{ for } |\alpha| + |\beta| = 1.$$  

Then for all $f \in L^p(\mathbb{R}^n; X)$ $Tf(x) = \int K(x, x-y, y)f(y)dy$ is convergent in $L^p(\mathbb{R}^n; X)$ and

$$|| Tf ||_{L^p(\mathbb{R}^n; X)} \leq C_p || f ||_{L^p(\mathbb{R}^n; X)},$$

if these facts hold for some $q$ with $1 < p < q$.

Proof. By the same argument as in part (ii) of the proof of \cite{21} Theorem 3 we have for any $f \in L^1(\mathbb{R}^n; X)$

measure $\{ x \mid || Tf(x)||_{\mathcal{L}(\mathcal{L}(\mathbb{R}^n; X))} > \lambda \} \leq C \lambda^{-1} || f ||_{L^1(\mathbb{R}^n; X)}$.

From this and the Marcinkiewicz theorem (cf. \cite{21} Theorem 2) the result follows.

Lemma 7.3. Let $K(t, x, z, y) \in \mathcal{K}$, and $1 \leq p \leq \infty$, $1 \leq \xi \leq \infty$.

(I) If $u(t, x) \in L^\xi_p(I; L^p(\mathcal{Q}; X))$, then

$$U(t, x) = \int K(t, x, -z, x+tz)u(t, x+tz)dz \in L^\xi_p(I; L^p(\mathcal{Q}; X)),$$

$$\tilde{U}(t, x) = \int K(t, x+tz, z, x)u(t, x+tz)dz \in L^\xi_p(I; L^p(\mathcal{Q}; X)).$$

(II) Assume one of the following conditions:

(i) $p = \xi$, (ii) $1 < p \leq \xi$, and (iii) $1 < \xi \leq p < \infty$, $X$ is reflexive. Then

$U(t, x), \tilde{U}(t, x) \in L^p(\mathcal{Q}; L^\xi_p(I; X))$ for any $u(t, x) \in L^p(\mathcal{Q}; L^\xi_p(I; X))$.

Proof. It suffices to consider the case $\mathcal{Q} = \mathbb{R}^n$.

(I).

$$\left\| \int K(t, x, -z, x+tz)u(t, x+tz)dz \right\|_{L^\xi_p(I; L^p)}$$
\[ \leq \int |K(t, x, -z, x + tz)u(t, x + tz)|_{L^p(I; L^p)}dz, \]
\[ \leq C \int \frac{dz}{a_{\beta}} \left( \int_0^a \left| \frac{d\tau}{\tau} \left( \int_0^{\tau} |u(t, x + tz)|_{L^p} dt \right) \right|^{\xi/\tau} \right)^{1/\xi}, \]
\[ = C a_{\beta} \|u\|_{L^p(I; L^p(\Omega; X)).} \]

(II). (i) Case \( p = \xi \). By (I), since \( L^p(I; L^p(\Omega; L^p)) \).

(ii) Case \( 1 < p \leq \xi \). Since
\[ \int K(t, x, -z, x + tz)u(t, x + tz)dz = \int t^{-n}K\left( t, x, \frac{x - y}{t}, y \right)u(t, y)dy, \]
the lemma in this case follows from Lemma 7.2 and the inequality
\[ \|z|^{n+1}D_\alpha^a D_\beta^a t^{-n}K\left( t, x, \frac{z}{t}, y \right)\|_{L^p(I; L^p)} \]
\[ \leq \sup_{a \geq t > 0} |z|^{n+1} \left| D_\alpha^a D_\beta^a t^{-n}K\left( t, x, \frac{z}{t}, y \right) \right|, \]
\[ \leq a^{1/\xi} \sup_{a \geq t > 0} |z|^{n+1} t^{-n-1} \left| K^{(0, \alpha, \beta)}(t, x, \frac{z}{t}, y) \right| \leq C_{\alpha, \beta} b^{n+1} < \infty, \]
for \( |\alpha| + |\beta| = 1 \). Here we have make use of the fact that \( K^{(0, \alpha, \beta)}(t, x, z/t, y) = 0 \) for \( |z| > tb \).

(iii) Case \( 1 < \xi \leq p < \infty \). Let \( p' \) and \( \xi' \) be the conjugate exponents of \( p \) and \( \xi \), respectively, and let \( X' \) be the dual space of \( X \). For any \( v(t, x) \in L^{p'}(\Omega; L^{\xi'}(I; X')) \) set
\[ V(t, x) = \int K(t, x + tz, z, x)v(t, x)dx. \]
Notice that for \( \varepsilon > 0, 0 < \sigma < n, \)
\[ \left\{ \int_0^a \left\| U(t, x) \right\|_{L^p(R^n)}^{\xi/\tau} \right\}^{1/\xi} \]
\[ \leq C_1 \varepsilon^{-\sigma} \left\| \int_{|x - y| \leq b} b^{n-\sigma} |x - y|^{n-\sigma}/u(t, x)dy \right\|_{L^p(R^n)}, \]
\[ \leq C_2 \varepsilon^{-\sigma} a^{\sigma} \|u\|_{L^p(R^n; L^p)} < \infty, \]
Thus we have by Fubini's theorem and Hölder's inequality
\[
\left| \int d\tau \int_\mathbb{R}^d U(t, x) v(t, x) \, d\eta \right|
\leq \left| \int d\tau \int_\mathbb{R}^d \mathcal{F}(t, x) u(t, y) v(t, x) \, dx \, dy \right|
\leq \left\| \mathcal{F}(t, y) \right\|_{L^n(\mathbb{R}^n; L^p_x)} \left\| u(t, y) \right\|_{L^n(\mathbb{R}^n; L^p_x)}
\leq C_p \left\| v(t, x) \right\|_{L^n(\mathbb{R}^n; L^p_x)} \left\| u(t, y) \right\|_{L^n(\mathbb{R}^n; L^p_x)},
\]
here we have make use of the result in part (ii). From this and the duality (see [25])
\[ [L^n(\mathbb{R}^n; L^p(I; X))]' = L^n(\mathbb{R}^n; L^p(I; X')) \]
the desired inequality follows, and the proof of the lemma completes.

We are now in a position to state the result concerning the comparison between the Besov spaces and Sobolev spaces:

**Theorem 7.** Let $X$ be a Hilbert space. Then

(i) for $1 < p \leq 2$
\[ B^\sigma_{p, p}(\mathcal{O}; X) \subset H^\sigma(\mathcal{O}; X) \subset B^\sigma_{p, 2}(\mathcal{O}; X) \]
with continuous injections;

(ii) for $2 \leq p < \infty$
\[ B^\sigma_{p, 2}(\mathcal{O}; X) \subset H^\sigma(\mathcal{O}; X) \subset B^\sigma_{p, p}(\mathcal{O}; X) \]
with continuous injections.

**Proof.** Let $j$ be a positive integer such that $j \geq 1 + \sigma$. Assume that $1 < p \leq 2, f \in B^\sigma_{p, p}(\mathcal{O}; X)$. Then for any $K(x, z) \in \mathcal{X}_j$
\begin{align*}
t^{-\sigma}K(x, -z)f(x + tz)
dz &= t^{-\sigma}U(t, x) 
\in L^p(I; L^p(\Omega; X)), \\
&= L^p(\Omega; L^p(I; X)),
\end{align*}

in view of Theorem 2. Therefore, from Lemma 7.1 it follows that 
\( t^{-\sigma}U(t, x) \in L^p(\Omega; L^p(I; X)). \) From this and Theorem 2 it follows that 
\( f \in H^p(\Omega; X). \)

Next assume that \( f \in J_5^2(\Omega; X). \) Then we have 
\( t^{-\sigma}U(t, x) \in L^p(\Omega; L^p(I; X)), \)
which, with the help of Jessen's inequality, gives 
\( t^{-\sigma}U(t, x) \in L^p(I; L^p(\Omega; X)). \) Thus, by Theorem 2 we obtain 
\( f \in B^p_{\infty, 2}(\Omega; X). \) This gives the assertion of part (i).

The second assertion can be proved in the same way. If \( 2 \leq p < \infty, \)
then by Lemma 7.1 and Jessen's inequality we have the fact that 
\( t^{-\sigma}U(t, x) \in L^p(I; L^p(\Omega; X)) \)
for any \( K(x, z) \in \mathcal{K}_j \) implies 
\( t^{-\sigma}U(t, x) \in L^p(\Omega; L^p(I; X)) \)
for any \( K(x, z) \in \mathcal{K}_j \) and this implies 
\( t^{-\sigma}U(t, x) \in L^p(\Omega; L^p(I; L^p(\Omega; X))) \)
for any \( K \in \mathcal{K}_j. \) From these facts and Theorem 2 we obtain the first 
assertion of part (ii).

This completes the proof of the theorem.

**Lemma 7.4.** Let \( \sigma, \tau \) be real numbers with \( \sigma \leq \tau, \) and let \( 0 < \theta < 1. \)
Set \( \mu = (1 - \theta)\sigma + \theta \tau. \) Then 
\( (L^{\mu, \sigma}_*(I; X), L^{\mu, \tau}_*(I; X))_{\theta, q} \subset L^{\mu, \mu}_*(I; X) \subset (L^{\mu, \sigma}_*(I; X), L^{\mu, \tau}_*(I; X))_{\theta, q}, \)
with continuous injections, where 
\( L^{\mu, \sigma}_*(I; X) = L^p(I, t^{-\sigma-1} dt; X). \)

**Proof.** Let \( f \in (L^{\mu, \sigma}_*, L^{\mu, \tau}_*)_{\theta, q}. \) Then 
\( f(s) = \int_0^s u(t, s) \, dt \)
with
\[ t^{\lambda_1} u(t, s) \in L^q_{\#}(R^+; L^{\infty}_{\#}), \quad t^{\lambda(\theta - 1)} u(t, s) \in L^q_{\#}(R^+; L^{\infty}_{\#}), \]
where \( \lambda = \sigma - \tau \). Consider the case \( \lambda > 0 \). Setting
\[ f_1(s) = \int_s^\infty u(t, s) \, d\# t, \quad f_2(s) = \int_0^s u(t, s) \, d\# t, \]
we have, by [20] Lemma 2.5,
\[
\| s^{-\sigma} f_1(s) \|_{L^q_{\#}(I; X)} \leq \left( \int_s^\infty t^{-\lambda \theta} s^{\lambda \theta} \| t^{\lambda \theta} s^{-\sigma} u(t, s) \|_{L^q_{\#}(I; X)} \, d\# t \right) \|_{L^q_{\#}(I)} \leq \frac{1}{\lambda \theta} \| t^{\lambda \theta} u(t, s) \|_{L^q_{\#}(R^+; L^{\infty}_{\#})},
\]

since
\[
\int_s^\infty t^{-\lambda \theta} s^{\lambda \theta} \, d\# t = \frac{1}{\lambda \theta}, \quad \int_0^s t^{-\lambda \theta} s^{\lambda \theta} \, d\# s = \frac{1}{\lambda \theta}.
\]
Similarly, we obtain
\[
\| s^{-\sigma} f_2(s) \|_{L^q_{\#}(I; X)} \leq \frac{1}{\lambda (1 - \theta)} \| t^{\lambda(\theta - 1)} u(t, s) \|_{L^q_{\#}(R^+; L^{\infty}_{\#})},
\]
and, therefore, we have \( f \in L^q_{\#}(I; X) \). The proof for the case \( \lambda < 0 \) goes the same way.

Conversely let \( f \in L^q_{\#}(I; X) \) and assume that \( \lambda > 0 \). Set
\[
v(t, s) = \begin{cases} f(s) & \text{for } s > t, \\ 0 & \text{otherwise,} \end{cases}
\]
\[ w(t, s) = f(s) - v(t, s). \]
Then, by [20] lemma 2.5 we obtain
\[
\| t^{\lambda \theta} \|_{L^q_{\#}(I; X)} \|_{L^q_{\#}(R^+)} \leq \left( \int_t^s |f(s)|_{X} s^{-\lambda \theta} t^{\lambda \theta} \, d\# s \right) \|_{L^q_{\#}(R^+)} \leq \frac{1}{\lambda \theta} \| f \|_{L^q_{\#}(I; X)},
\]
and
\[
\|t^{\frac{1}{p}(\theta - 1)}|s - r w(t, s)|_{L_k^p(I; X)}\|_{L_k^p(\mathbb{R}^+)} \leq \frac{1}{\lambda (1 - \theta)} \|f\|_{L_k^p(\mathbb{R}^+)}.
\]
Hence \( f \in (L_k^\sigma, L_k^\tau)_{\theta, \varphi} \), and the proof of the lemma completes.

**Lemma 7.5.**

\[
B_{p, 1}^\sigma(\Omega; X) \subset H_p^\sigma(\Omega; X) \subset B_{p, \infty}^\sigma(\Omega; X)
\]
with continuous injections.

**Proof.** First consider the case where \( \sigma \) is a non-negative integer \( k \).
It follows from Lemma 3.1 Corollary 1 that
\[
f(x) = \int_0^a d\omega \left\{ M(x, -z)f(x + tz)dz + f_w(x) \right\},
\]
\[
f_w(x) = \int_0^a \omega_m(x, -z)f(x + az)dz.
\]
Assume that \( f \in B_{p, 1}^\sigma(\Omega; X) \). Then, by Theorem 2 we have
\[
D_2^\alpha \int M(x, -z)f(x + tz)dz
\]
\[
= \sum_{\alpha \beta} \frac{\alpha}{\beta} t^{-|\alpha|} \int M^{(a + b, \beta)}(x, -z)f(x + tz)dz \in L_k^p(I; L^p)
\]
for any \( |\alpha| \leq k \). Therefore \( f \in W_{k}^p \). Second assume that \( f \in W_{k+1}^p \). Then, for any \( K \in \mathcal{K}_{k+1} \) we have
\[
t^{-k} \int K(x, -z)f(x + tz)dz = \sum_{|\alpha| = k} \int K\alpha(x, -z)f^{(\alpha)}(x + tz)dz \in L_k^p(I; L^p)
\]
so we obtain \( f \in B_{p, \infty}^k \) by Theorem 2.

Next consider the case where \( \sigma \) is a negative integer \( -k \). Assume that \( f \in B_{p, 1}^{-k} \). Then
\[
f = \sum_{|\alpha| = k} D^\alpha f_a, f_a \in B_{p, 1}^0,
\]
Since \( B_{p, 1}^0 \subset L^p \), we obtain \( f \in W_{p}^{-k} \). In the same way we have \( W_{p}^{-k} \subset B_{p, \infty}^{-k} \).
Finally consider the case where $\sigma$ is a fractional number. From the first identity of Theorem 8 below and Lions-Peetre [17] Theorem IV 1.4 it follows that

$$B_{p,1}=(B_{p,1}^k, B_{p,1}^{k+1})_{\theta,1} \subset (W_p^k, W_p^{k+1})_{\theta,1} \subset (W_p^k, W_p^{k+1})_{\theta}$$

$$= H_p^k \subset (W_p^k, W_p^{k+1})_{\theta,\infty} \subset (B_{p,\infty}^k, B_{p,\infty}^{k+1})_{\theta,\infty} = B_{p,\infty}^k.$$

Now, we shall discuss the interpolation space of the Besov spaces and Sobolev spaces.

**Theorem 8.** (Interpolation spaces). Let $0<\theta<1$ and set

$$\mu = (1-\theta)\sigma + \theta \tau, \quad \frac{1}{r} = \frac{1-\theta}{p} + \frac{\theta}{q}, \quad \frac{1}{\zeta} = \frac{1-\theta}{\xi} + \frac{\theta}{\eta}.$$

(i) \((B_{p,\xi}(\Omega ; X), B_{p,\eta}(\Omega ; X))_{\theta,q} = B_{p,q}(\Omega ; X),\)

\((H_p^k(\Omega ; X), H_p^k(\Omega ; X))_{\theta,q} = B_{p,q}(\Omega ; X),\)

with equivalent norms. Here we assume that $\sigma \neq \tau$.

(ii) \([B_{p,\xi}(\Omega), B_{p,\eta}(\Omega)]_{\theta} = B_{p,\xi}(\Omega),\)

\([H_p^k(\Omega), H_p^k(\Omega)]_{\theta} = H_p^k(\Omega),\)

with continuous injections. In the second assertion we assume that $1 < r < \infty$.

**Proof.** Let $j > \sigma, \tau$ be a non-negative integer, and let $K(x, z) \in \mathcal{X}_j$. Then

$$U(t, x) = \int K(x, -z)f(x + tz) \, dz$$

is a bounded linear operator from $B_{p,\infty}^k$ into $L_p^\infty(\Omega ; L^p(\Omega ; X))$, also from $B_{p,\infty}^k$ into $L_p^\infty(\Omega ; L^p(\Omega ; X))$. Therefore, by the interpolation of operators we obtain it is a bounded linear operator from $(B_{p,\infty}^k, B_{p,\infty}^k)_{\theta,q}$ into $(L_p^\infty(\Omega ; L^p(\Omega ; X)), L_p^\infty(\Omega ; L^p(\Omega ; X))_{\theta,q}$. This, with the help of Lemma 7.4, gives

$$t^{-\sigma}U(t, x) \in L_p^\infty(\Omega ; L^p(\Omega))$$

for every $f \in (B_{p,\infty}^k, B_{p,\infty}^k)_{\theta,q}$. Thus, using Theorem 2, we have $(B_{p,\infty}^k, B_{p,\infty}^k)_{\theta,q} \subset B_{p,q}^k$. In the same way by Lemma 7.4, Theorem 1, Theorem 2, Lemma 4.2 and the interpolation of operators we have $(B_{p,1}^k, B_{p,1}^k)_{\theta,q} \subset B_{p,q}^k$. Combining these facts with Lemma 7.1 Corollary
we obtain the first assertion.

The second identity follows from the first and Lemma 7.5.

(ii). By the facts that

\[
\left[ L^p_{\dot{h}}(I; L^p(\Omega)), L^q_{\dot{h}}(I; L^q(\Omega)) \right]_\theta = L^\theta_{\dot{h}}(I; L^\theta(\Omega)), \\
\left[ L^p(\Omega; L^p_{\dot{h}}), L^q(\Omega; L^q_{\dot{h}}) \right]_\theta = L^\theta(\Omega; L^\theta_{\dot{h}}),
\]

(cf. Calderón [8]) and by Theorem 2 we obtain the assertions, with the aid of the interpolation of operators.

Remark. we may discuss the interpolation space in another situations, but shall not develop here. See [18], [20].

By Theorem 8, Theorem 6 and the fact that \( H^p_{\dot{h}}(\mathbb{R}^n) \) coincides with the space of generalized functions such that

\[
F^{-1}\{(1 + |\xi|)^{\sigma}F\hat{f}(\xi)\} \in L^p(\mathbb{R}^n),
\]

where \( F \) denotes Fourier transform, (see Calderóns [8], Schechter [27], Lions [15]), we obtain.

Corollary. The space \( H^p_{\dot{h}}(\Omega) \), \( 1 < p < \infty \), coincides with the space of generalized functions \( f \) such that there exists a generalized function \( \tilde{f} \) satisfying (7.1) with \( \tilde{f}=f \) in \( \Omega \). The norm of \( H^p_{\dot{h}}(\Omega) \) is equivalent with

\[
\inf \| F^{-1}\{(1 + |\xi|)^{\sigma}F\tilde{f}(\xi)\} \|_{L^p(\mathbb{R}^n)},
\]

where the infimum is taken over all such \( \tilde{f} \).

§8 Embedding Theorems.

We shall start with

Lemma 8.1. Let \( 1 \leq m \leq n, 1 < p < q < \infty, \lambda = n/p - m/q \). Set

\[
F(x) = \int |x-y|^{-n-\lambda} f(y) \, dy
\]

for \( f \in L^p(\mathbb{R}^n) \). Then

\[
\| \sup_{x' \in \mathbb{R}^{n-m}} |F(x', x'')| \|_{L^q(\mathbb{R}^n)} \leq C \| f \|_{L^p(\mathbb{R}^n)}.
\]
Proof. Since

$$|F(x)| \leq \left\{ \int |x - y|^{(-n+\lambda)p'} d y' \right\}^{1/p'} \left\| f(y', y'') \right\|_{L^p(R^{n-m})},$$

where $p'$ is the conjugate exponent of $p$. Write $\rho = |x' - y'|$, $\rho t = |x'' - y''|$, $2\sigma = (\lambda - n)p'$. Then

$$\int |x - y|^{p'(-n+\lambda)} d y'' = (n - m) a_{n-m} \rho^{2\sigma + n - m} \int_0^\infty (1 + t^2)^{n-\sigma} d \rho,$$

$$\leq C_{\sigma, n, m} a^{2\sigma + n - m},$$

where $a_n$ is the volume of the unit ball in $R^n$. Hence we have

$$\sup_{x'} |F(x', x'')| \leq C \int |x' - y'|^{\lambda - m} g(y') d y',$$

where

$$g(y') = \left\| f(y', y'') \right\|_{L^p(R^{n-m})}, \lambda' = \frac{m}{p} - \frac{m}{q}.$$

From this and Hardy-Littlewood-Sobolev's inequality the desired inequality follows.

Lemma 8.2. Let $1 \leq m \leq n$, $1 \leq p \leq q \leq \infty$, $\lambda = \frac{n}{p} - \frac{m}{q}$, $\varepsilon > 0$. Set

$$F(x) = \int_{|x - y| \leq d} |x - y|^{-n+\lambda+\varepsilon} f(y) d y$$

for $f \in L^p(R^n)$. Then

$$\left\| \sup_{x' \in R^{n-m}} |F(x', x'')| \right\|_{L^q(R^n)} \leq C \| f \|_{L^p(R^n)}.$$

Proof. In the same way as in the proof of Lemma 8.1 we have

$$\sup_{x'} |F(x', x'')| \leq C \int_{|x' - y'| \leq d} |x' - y'|^{-m+\lambda'+\varepsilon} g(y') d y'.$$

Let $r$ be a real number such that $1/p - 1/q = 1 - 1/r$. Then

$$\int_{|x' - y'| \leq d} |x' - y'|^{(-m+\lambda'+\varepsilon)r} d y' = \int_{|x' - y'| \leq d} |x' - y'|^{(-m+\lambda'+\varepsilon)r} d x'$$

$$= m a_m \int_{\varepsilon r}^{\varepsilon r} d x,$$
Lemma 8.3. Let $1 \leq m \leq n$, $1 \leq p \leq q \leq \infty$, $1 \leq \xi \leq \eta \leq \infty$, and $K \in \mathcal{K}$. Assume that $u \in L^p(\Omega; L^p_\mathcal{K}(I))$.

(i) If $1 < p < q < \infty$, then

$$
\sup_{x' \in \mathbb{R}^{n-m}} \left\| \frac{1}{t} \int K(x, t x') u(t, x + t z) \, dz \right\|_{L^q_\mathcal{K}(\omega(x'))} \leq C \left\| u(t, x) \right\|_{L^p(\Theta; L^p_\mathcal{K})},
$$

where $\omega(x') = \{ x' \mid (x', x'') \in \Omega \}$.

(ii) If $\varepsilon > 0$, then

$$
\sup_{x' \in \mathbb{R}^{n-m}} \left\| \frac{1}{t^{1+\varepsilon}} \int K(x, t x') u(t, x + t z) \, dz \right\|_{L^q_\mathcal{K}(\omega(x'))} \leq C \left\| u(t, x) \right\|_{L^p(\Theta; L^p_\mathcal{K})}.
$$

Proof. (i) Write $f(y) = \left\| u(t, x) \right\|_{L^p_\mathcal{K}}$. Defining $u(t, x) = 0$, for $x \notin \Omega$ we may consider only the case $\Omega = \mathbb{R}^n$. Let $r = \eta/\xi$, and let $r'$ be the conjugate exponent of $r$. Then, from Jessen’s inequality and Hölder’s inequality, it follows that

$$
\left\| \frac{1}{t} \int K(x, t x') u(t, x + t z) \, dz \right\|_{L^q_\mathcal{K}} \leq C \left( \int \left\| t^{\lambda-n} K \left( x, \frac{x-y}{t} \right) \right\|_{L^p_\mathcal{K}} f(y) \, dy \right)^{1/r'} \left( \int |x-y|^{\lambda-n} f(y) \, dy \right)^{1/r},
$$

which, combined with Lemma 8.1, gives the conclusion.

Similarly for part (ii).

Theorem 9. (Imbedding) Let $1 \leq p \leq q \leq \infty$, $1 \leq \xi \leq \eta \leq \infty$, $\lambda = \frac{n}{p} - \frac{n}{q}$, $\varepsilon > 0$, and let $\sigma$ be a real number. Then the following imbedding operators exist under the additional assumptions:

- B-B (i) $B^{\sigma+\lambda+\varepsilon}_{p, \xi}(\Omega) \rightarrow B^{\sigma}_{q, \eta}(\Omega)$,
- B-B (ii) $B^{\sigma+\lambda}_{p, \xi}(\Omega) \rightarrow B^{\sigma}_{q, \eta}(\Omega)$, ($\xi \leq \eta$),
- B-H (i) $B^{\sigma+\lambda+\varepsilon}_{p, \xi}(\Omega) \rightarrow H^\sigma_q(\Omega)$.
\[B^\alpha (\mathcal{Q}) \rightarrow H^\alpha (\mathcal{Q}), \quad (p < q, \xi \leq q < \infty),\]

\[H^\alpha (\mathcal{Q}) \rightarrow B_q (\mathcal{Q}),\]

\[H^\alpha (\mathcal{Q}) \rightarrow B^\alpha_q (\mathcal{Q}), \quad (1 < p < q, p \leq q)\]

\[H^\alpha (\mathcal{Q}) \rightarrow H^\alpha (\mathcal{Q}), \quad (1 < p < q < \infty).\]


B–H. For the case where \(\sigma\) is an integer the assertion follows from [20] Theorem 2 and Theorem 3 Corollary 1. The proof of the case where \(\sigma\) is fractional follows from the above result and the interpolation.

H–B. In the same way as for B–H.

H–H (i). This follows from B–H (i) and H–B (i).

H–H (ii). Let \(i\) be a non-negative integer with \(1 + \sigma < i\). Assume that \(K(x, z) = \sum_{|\alpha| = i} K^{(0, \alpha)}(x, z) \in \mathcal{X}_i\). Then, from Lemma 3.4 it follows that

\[
\int K(x, -z)f(x + tz)dz = U(t, x) = U_1(t, x) + U_2(t, x) + U_3(t, x),
\]

where

\[
U_1(t, x) = \sum_{|\alpha| = i} K^{(0, \alpha)}(x, -z)u^{\alpha}(t, x + tz)dz,
\]

\[
U_2(t, x) = \sum_{|\beta| \leq h} t^{h-1|\beta|} \int K^{(0, \beta)}(x, -z)u^{\beta}(t, x + tz)dz,
\]

\[
U_3(t, x) = \sum_{|\alpha| = i} t^{i} \int K^{(0, \alpha)}(x, -z)f^{(i)}(x + t)dz.
\]

Since by H–B (i) we have \(f \in W^\alpha_p \subset W^\alpha_q\), we obtain

\[
t^{-\sigma}U_2(t, x) \in L^q(\mathcal{Q} ; L^p_{\mathbb{R}}(I)).
\]

Also we have, by Theorem 2 and Lemma 3.3,

\[
t^{-\lambda - \sigma}u^{\alpha}, t^{-\lambda - \sigma}u^{\beta} \in L^p(\mathcal{Q} ; L^2_{\mathbb{R}})
\]

so that by Lemma 3.3 we obtain
Thus, combining this with the fact \( f \in W_{p,-\infty}^1 \subseteq W_{q,-\infty}^{1} \), which follows from B–H (i), we obtain \( f \in H_{q}^{\prime} \).

Next we shall study the trace operator to any hyperplane. To do this we need the following:

**Lemma 3.4.** Let \( 1 \leq m < n \), \( 1 < p \leq q \leq \eta \), and let \( u(t, x) \in L^p(\Omega ; L_{\eta}^\infty(I)) \). Define

\[
U(t, x) = \int_{B} z(x + tz) |u(t, x + tz)| \, dz,
\]

where \( z \) is the characteristic function of \( \Omega \). Then

\[
\sup_{x' \in \mathbb{R}^{n-m}} \| \varphi^{(n-m)}(t) U(t, x', x'') \|_{L_{\eta}^\infty(I; L_{\eta}(\Omega'(x') \cap \Omega)' \subseteq C \| u \|_{L_p(\Omega'; L_{\eta}^\infty)},
\]

where \( \Omega'(x'') = \{ x' | (x', x'') \in \Omega \} \).

**Proof.** Write \( f(x) = \| u(t, x) \|_{L_{\eta}^\infty} \). Define \( f(x) = 0 \) for \( x \notin \Omega \). Then

\[
|U(t, x)| \leq C_1 \int_{|z| \leq b} |f(x + tz)| \, dz,
\]

\[
= C_1 \int_{|z'| \leq b} dz'' \int_{|z' - y'| \leq t b} t^{-m} |f(y', x'' + tz'')| \, dy',
\]

From \([20]\) Lemma 2.5 and

\[
\int_{|z'| \leq t b} dy' = \int_{|z' - y'| \leq t b} |z' - y'| \, dz' = u_{0}^{m} t^{m}
\]

it follows that

\[
\| U(t, x', x'') \|_{L_{\eta}(\Omega'(x') \cap \Omega)'} \leq C_2 \int_{|z'| \leq b} g(|x'' + tz'') \, dz'',
\]

\[
= C_2 t^{m} \int_{|w| \leq t b} g(|x'' + u''|) \, du'',
\]

where

\[
g(|x'') = |f(l', x'')| \|_{L_{p}(\mathbb{R}^n)}.
\]
This gives

\[ \|t^{\frac{n-m}{p}}u(t, x)\|_{L^p(Q; L^\infty(\Omega'(x')))} \]
\[ \leq \left\| \int_{|x'| \leq t} t^{-\sigma} |u''|^{\sigma} \left\{ g(x'' + u'') \right\} u'' \right\| \frac{\|u''\|^{n-m}}{u''^{n-m}} \|L^p(I)\|, \]
\[ \leq C\|u(t, x)\|_{L^p(\Omega'; L^\infty(I))}, \]

where \( \sigma = (n-m)(1-1/p) \), since

\[ \int_{|x'| \leq t} t^{-\sigma} |u''|^{\sigma} \frac{d u''}{u''^{n-m}} = \frac{n-m}{\sigma} \alpha_{n-m} b^{n-m}, \]
\[ \int_{|x'| \leq t} |u''|^{\sigma} d\sigma = \frac{b^\sigma}{\sigma}, \]
\[ |u''|^{\sigma} \leq b^\sigma \quad \text{for} \quad |u''| \leq bt. \]

This establishes the lemma.

**Lemma 8.5.** Let \( 1 \leq m < n, \Omega \subset \mathbb{R}^n, 1 < p \leq q, p \leq \eta, \) and \( \lambda = n/p - m/q \). Assume that \( \sigma > 0, K(x, z) \in \mathcal{K}_0 \),

\[ t^{-\sigma - \lambda} u(t, x) \in L^p(\Omega; L^\infty(I)), \]

and define

\[ F(x) = \int_0^a d_{x+t} \int K(x, -z) u(t, x + tz) \, dz. \]

Then

\[ \sup_{x' \in \mathbb{R}^{n-m}} \|F(x', x'')\|_{H^\infty_{\eta, \eta}(\mathbb{R}^n; \mathbb{R}^n)} \leq C\|t^{-\sigma - \lambda} u\|_{L^p(\Omega'; L^\infty(I))}. \]

**Proof.** Let \( \sigma = k + \theta \), where \( 0 < \theta \leq 1 \), \( k \) is a non-negative integer. First consider the case \( k = 0 \).

For any \( x \in \Omega_{x+y} = (\Omega - 2y) \cap (\Omega - y) \cap \Omega \) we get

\[ |F(x + 2y) - 2F(x + y) + F(y)| \]
\[ = \left| \int_0^a t^{-\eta} d_{x+t} \left\{ \sum_{j=0}^k (-1)^j \binom{2}{j} K(x + jy, \frac{x + jy - w}{t}) \right\} u(t, w) \, dw \right|, \]
\[ \leq C_1 \sum_{j=0}^{\infty} j \cdot t^{-n} d_{n,t} \int_{C(t, x+jy)} \left\{ h \left( \frac{|y|}{t} \right)^2 + h(|y|)^2 \right\} |u(t, w)| dw, \]

\[ = C_1 \sum_{j=0}^{\infty} \left\{ h \left( \frac{|y|}{t} \right)^2 + h(|y|)^2 \right\} U(t, x+jy) d_{n,t}, \]

where \( h(t) = \min\{t, 1\} \), \( C(t, x) = \{y = x + tz \mid z \in A(t, x) \} \subset \mathcal{O} \cap \{x + tB\} \),

\[ U(t, x) = \int_{B \cap \{u-x\}} |u(t, x+tz)| dz. \]

Therefore, for \( y' \in \mathbb{R}^m \) we obtain

\[ \varphi(y') = \|F(x' + 2y', x'') - 2F(x' + y', x'') + F(x', x'')\|_{L^q(\mathcal{O}, y', y'(x'))} \]

\[ \leq 3C_1 \sum_{j=0}^{\infty} \left\{ h \left( \frac{|y'|}{t} \right)^2 + h(|y'|)^2 \right\} \|U(t, x', x'')\|_{L^q(\mathcal{O}, y'(x'))} d_{n,t}. \]

But

\[ \int_{0}^{a} h \left( \frac{|y'|}{t} \right)^2 t^{\theta} |y'|^{-\theta} d_{w} t \leq \frac{2}{(2-\theta)\theta}, \]

\[ \int_{0}^{a} h(|y'|)^2 t^{\theta} |y'|^{-\theta} d_{w} y' = \frac{2ma_m}{(2-\theta)\theta}, \]

\[ \int_{0}^{a} h(|y'|)^2 t^{\theta} |y'|^{-\theta} d_{w} y' \leq \frac{a^\theta}{\theta}, \]

\[ \int_{0}^{a} h(|y'|)^2 t^{\theta} |y'|^{-\theta} d_{w} y' = \frac{2ma_m a^\theta}{(2-\theta)\theta} \leq \frac{2ma_m a^\theta}{(2-\theta)\theta} \quad \text{for} \quad t \leq a. \]

From this and \([20]\) Lemma 2.5 it follows that

\[ \|F(x', x'')\|_{B^{q, q}_{r, r}} \leq C_2 t^{-\theta} \|U(t, x', x'')\|_{L^q(\mathcal{O}, y', y'(x'))}, \]

where \( C_2 \) is a constant independent of \( f \) and \( x'' \), and the desired estimate follows from this and Lemma 8.4.

Case \( k > 0 \). Let \( |\alpha| \leq k \). Then

\[ D^\alpha_\theta F(x) = D^\alpha_\theta \sum_{\beta} \alpha t^{-|\beta|} d_{w} t \int K(x, -z) u(t, x+tz) dz, \]

\[ = \sum_{\beta} \alpha t^{-|\beta|} d_{w} t \int K(\alpha-\beta, \beta)(x, -z) u(t, x+tz) dz, \]
so that the assertions for the present case follows from this and the result for the case \( k = 0 \).

This completes the proof of the lemma.

The result for the existence of the trace operator (the restriction mapping) to any hyperplane is as follows;

**Theorem 10. (the trace operators).** Let

\[ \mathcal{Q} \subset \mathbb{R}^n, \, 1 \leq m < n, \, x'' \in \mathbb{R}^{n-m}, \, \mathcal{Q}' = \mathcal{Q}'(x'') = \{ x' | (x', x'') \in \mathcal{Q} \}, \]

\[ \sigma \geq 0, \, 1 \leq p \leq q \leq \infty, \, 1 \leq \xi, \, \eta \leq \infty, \, \varepsilon > 0, \, \text{and} \, \lambda = \frac{n}{p} - \frac{m}{q}. \]

Then there exist the following trace operators under the additional conditions.

\[ \begin{align*}
\text{B–B} & \quad (i) \quad B_{\tau, \xi}^{\sigma+\lambda+\varepsilon}(\mathcal{Q}) \rightarrow B_{\theta, \psi}^{\sigma}(\mathcal{Q}'), \\
& \quad (ii) \quad B_{\tau, \xi}^{\sigma+\lambda}(\mathcal{Q}) \rightarrow B_{\theta, \psi}^{\sigma}(\mathcal{Q}'), \quad (\sigma > 0, \, \xi \leq \eta), \\
\text{H–B} & \quad (i) \quad H_{\tau}^{\sigma+\lambda+\varepsilon}(\mathcal{Q}) \rightarrow B_{\theta, \psi}^{\sigma}(\mathcal{Q}'), \\
& \quad (ii) \quad H_{\tau}^{\sigma+\lambda}(\mathcal{Q}) \rightarrow B_{\theta, \psi}^{\sigma}(\mathcal{Q}'), \quad (\sigma > 0, \, 1 < p \leq \eta), \\
\text{B–H} & \quad (i) \quad B_{\tau, \xi}^{\sigma+\lambda+\varepsilon}(\mathcal{Q}) \rightarrow H_{\theta}^{\sigma}(\mathcal{Q}'), \\
& \quad (ii) \quad B_{\tau, \xi}^{\sigma+\lambda}(\mathcal{Q}) \rightarrow H_{\theta}^{\sigma}(\mathcal{Q}'), \quad (\xi \leq q < \infty, \, p < q), \\
\text{H–H} & \quad (i) \quad H_{\tau}^{\sigma+\lambda+\varepsilon}(\mathcal{Q}) \rightarrow H_{\theta}^{\sigma}(\mathcal{Q}'), \\
& \quad (ii) \quad H_{\tau}^{\sigma+\lambda}(\mathcal{Q}) \rightarrow H_{\theta}^{\sigma}(\mathcal{Q}'), \quad (1 < p < q < \infty).
\end{align*} \]

**Proof.** Part B–B follows from \([20]\) Theorem 2. Part B–H for the case where \( \sigma \) is a non-negative integer also follows from that theorem. Part B–H for the case where \( \sigma \) is fractional follows from this and the interpolation of operators. Part H–B (i) is obtained by

\[ H_{\tau}^{\sigma+\lambda+\varepsilon}(\mathcal{Q}) \rightarrow B_{\theta, \psi}^{\sigma+\lambda+\varepsilon}(\mathcal{Q}) \rightarrow B_{\theta, \psi}^{\sigma}(\mathcal{Q}'). \]

Part H–B (ii). For \( f \in H_{\tau}^{\sigma+\lambda}(\mathcal{Q}) \) let us use the integral representation given in Theorem 1. By Lemma 4.1 and Lemma 3.3 we see

\[ t^{-\sigma-\lambda}u^a, t^{-\sigma-\lambda}u_\beta, t^{-\sigma-\lambda}t^b f(\omega) \in L^p(\mathcal{Q}; L^p_\mathbb{R}(I)), \]
therefore, in view of Lemma 8.5, we get
\[ F_1(x', x'') + F_2(x', x'') + F_3(x', x'') \in B^s_{q,q}(\Omega'). \]
Since \( F_4(x) \in W^s_p \), \( F_4(x', x'') \in B^s_{q,q}(\Omega') \) is obvious.

Part H-H (i) is obtained by considering
\[ H^{s+\lambda, \delta}_{\tilde{p}}(\Omega) \to B^{s+\lambda, \delta}_{\tilde{p},q}(\Omega') \to H^{\kappa}_{\tilde{p}}(\Omega'). \]

Part H-H(ii). Case \( \sigma = 0 \). Let \( f \in H^{\kappa}_{\tilde{p}}(\Omega) \). Then, in the integral representation given in Theorem 1,
\[ t^{-\lambda} u^\alpha, t^{-\lambda} u^\beta, t^{-\lambda} t^{\frac{\alpha}{\beta}} \in L^p(\Omega; L^q). \]

Hence by Lemma 8.3 we have
\[ \left\| \int_0^t M_u(x, -z) u^\alpha(t, x + tz) \, dz \right\|_{L^q(\Omega')} \leq C_1 \| u^\alpha \|_{L^p(\Omega; L^q)} \]
\[ \leq C_2 \| f \|_{H^{\kappa}_{\tilde{p}}(\Omega)}, \]
which gives
\[ \| F_1(x', x'') \|_{L^q(\Omega')} \leq C_3 \| f \|_{H^{\kappa}_{\tilde{p}}(\Omega)}. \]

The same fact holds for \( F_2 \) and \( F_3 \), and we have shown the assertion for the case \( \sigma = 0 \). For the case where \( \sigma \) is a positive integer the result follows from the same argument applied to the derivatives of \( f \). Again an application of the interpolation of operators gives the result for the fractional case.

§9 Duality

To discuss duality we shall need a lemma as follows:

**Lemma 9.1.** Let \( \sigma \) be a real number, \( i, j \) be positive integers,
\[ H_{\alpha}(x, z) \in \mathcal{X}_i, K_{\alpha}(x, z) \in \mathcal{X}_0, L_{\alpha}(x, z) \in \mathcal{X}_j, M_{\alpha}(x, z) \in \mathcal{X}_0, \]
and \( 1 < p < \infty \).

(I) Assume that \( 1 + \sigma \leq j, 1 - \sigma \leq i, \) and \( t^{-\sigma} u \in L^p(\Omega; L^q_0(\Omega)), t^{\sigma} v \in \ldots \)
\( L^p(\Omega; L^2(I)), \varphi_k \in L^p(\Omega), \psi_m \in L^{p'}(\Omega) \), where \( p' \) is the conjugate exponent of \( p \). We define

\[
(9.1) \quad f(x) = \sum \int_0^a d_\lambda t \int H_k(x, -z) u_k(t, x+tz) \, dz
\]
\[
+ \sum \int K_k(x, -z) \varphi_k(x+az) \, dz,
\]
\[
(9.2) \quad g(x) = \sum \int_0^a d_\lambda t \int L_i(x+tz, z) v_i(t, x+tz) \, dz
\]
\[
+ \sum \int M_m(x+az, z) \psi_m(x+az) \, dz.
\]

(then \( f \in H^p(\Omega) \) and \( g \in H^{p',\beta}(\mathbb{R}^n) \)), and set

\[
U_i(t, x) = \int L_i(x, -z) f(x+tz) \, dz,
\]
\[
V_h(t, x) = \int H_h(x+tz, z) g(x+tz) \, dz,
\]
\[
F_m(x) = \int M_m(x, -z) f(x+az) \, dz,
\]
\[
G_k(x) = \int K_k(x+az, z) g(x+az) \, dz.
\]

Then \( t^{-a} U_i, t^a V_h \in L^p(\Omega, L^2(I)) \), and

\[
(9.3) \quad \sum \int_0^a d_\lambda t \int U_i(t, x) v_i(t, x) \, dx + \sum \int M_m(x) \psi_m(x) \, dx
\]
\[
= \sum \int_0^a d_\lambda t \int u_k(t, x) V_h(t, x) \, dx + \sum \int \varphi_k(x) G_k(x) \, dx,
\]
\[
= \lim_{\varepsilon \to 0} \int f_\varepsilon(x) g_\varepsilon(x) \, dx,
\]

where \( f_\varepsilon \) and \( g_\varepsilon \) are defined by integrating over \( \varepsilon \leq t \leq a \) in the formulas (9.1) and (9.2), respectively.

(II) Assume that \( \sigma < j, -\sigma < i, 1 < q < \infty \), and that \( t^{-\sigma} u_h \in L^s(I; L^p(\Omega)) \), \( t^\sigma v_i \in L^q(I; L^{p'}(\Omega)) \), \( \varphi_k \in L^p(\Omega) \), \( \psi_m \in L^{p'}(\Omega) \), where \( q' \) is the conjugate exponent of \( q \). Then, defining \( f, g, U_i, V_h, F_m, G_k, f_\varepsilon \) and \( g_\varepsilon \) as in Part (I),
holds.

Proof. (1). Let \( u_{h, \varepsilon}(t, x) = u_h(t, x) \), for \( \varepsilon \leq t \leq a \), and \( u_{h, \varepsilon}(t, x) = 0 \) otherwise, and let \( v_{1, \varepsilon}(t, x) = v_1(t, x) \), for \( \varepsilon \leq t \leq a \), and \( v_{1, \varepsilon}(t, x) = 0 \) otherwise, where \( \varepsilon > 0 \). \( U_{i, \varepsilon} \), \( F_{m, \varepsilon} \) and \( V_{h, \varepsilon} \), \( G_{h, \varepsilon} \) are the functions defined by \( f_\varepsilon \) and \( g_\varepsilon \), respectively. It is known that the dual space of \( L^p(\Omega; L^2(I)) \) is the space \( L^{p'}(\Omega; L^2(I)) \) (cf. [34], [25]), and by the definition of Lebesgue integral we have

\[
\begin{align*}
\varepsilon^{-a} u_{h, \varepsilon} &\to \varepsilon^{-a} u_h \quad \text{in} \quad L^p(\Omega; L^2) \quad \text{as} \quad \varepsilon \to 0, \\
\varepsilon^{-a} v_{1, \varepsilon} &\to \varepsilon^{-a} v_1 \quad \text{in} \quad L^{p'}(\Omega; L^2) \quad \text{as} \quad \varepsilon \to 0,
\end{align*}
\]

and therefore by Lemma 4.2

\[
\begin{align*}
f_\varepsilon &\to f \quad \text{in} \quad H^p_f(\Omega), \\
g_\varepsilon &\to g \quad \text{in} \quad H^{p'}(\mathbb{R}^n),
\end{align*}
\]

so by Lemma 4.1

\[
\begin{align*}
\varepsilon^{-a} U_{i, \varepsilon} &\to \varepsilon^{-a} U_i \quad \text{in} \quad L^p(\Omega; L^2), \\
F_{m, \varepsilon} &\to F_m \quad \text{in} \quad L^p(\Omega), \\
\varepsilon^{-a} V_{h, \varepsilon} &\to \varepsilon^{-a} V_h \quad \text{in} \quad L^{p'}(\Omega; L^2), \\
G_{h, \varepsilon} &\to G_h \quad \text{in} \quad L^{p'}(\Omega).
\end{align*}
\]

Since every term in (9.3) is a continuous bilinear form, it suffices to prove (9.3) for \( f_\varepsilon \) and \( g_\varepsilon \).

Now, from Fubini’s theorem it follows

\[
\begin{align*}
\sum_i \int_0^a d_s d_t \int U_{i, \varepsilon}(t, x) v_{1, \varepsilon}(t, x) \, dx + \sum_m F_{m, \varepsilon}(x) \varphi_m(x) \, dx \\
= \sum_i \int_0^a d_s d_t \int L_i(x, -z) f_\varepsilon(x + tz) v_{1, \varepsilon}(t, x) \, dz \, dx \\
+ \sum_m \int M_m(x, -z) f_\varepsilon(x + az) \varphi_m(x) \, dz \, dx,
\end{align*}
\]
which gives (9.3). The proof of part (II) is analogous.

Combining the lemma with the integral representation (Theorem 1) and Theorem 2, we obtain the following

**Corollary.** Let $\sigma$ be a real number and $1 < p, q < \infty$.

(I) Define $\psi_m(x, z)$ as in Lemma 3.1 Corollary 1, where $m = i + j - 1$, $1 + \sigma \leq j$, $1 - \sigma \leq i$, and $j, i$ are positive integers. For $f \in H_p^\sigma(\mathbb{Q})$, $g \in H_p^{\sigma q} (\mathbb{R}^n)$ we define

\begin{equation}
U_m(t, x) = \int \omega_m(x, -z) f(x + tz) \, dz,
\end{equation}

\begin{equation}
V_m(t, x) = \int \omega_m(x + tz, z) g(x + tz) \, dz,
\end{equation}

Then

\begin{equation}
\lim_{\varepsilon \to 0} \int U_m(\varepsilon, x) V_m(\varepsilon, x) \, dx
\end{equation}

converges, and, denoting its value by $\langle f, g \rangle$,

\[ |\langle f, g \rangle| \leq C \|f\|_{H_p^\sigma(\mathbb{Q})} \|g\|_{H_p^{\sigma q} (\mathbb{R}^n)}. \]

(II) For $f \in B_p^{\sigma q} (\mathbb{Q}), g \in B_p^{-\sigma q'} (\mathbb{R}^n)$ the same facts also hold. But in this case we should take $m = i + j$, where $j > \sigma$, $i > -\sigma$, and $j, i$ are non-negative integers.

**Theorem II.** (Duality). Let $\sigma$ be a real number, and $1 < p, q < \infty$. Then

(I) \[ [H_p^\sigma(\mathbb{Q})]' = H_p^{-\sigma q'} (\mathbb{R}^n), \quad [H_p^{\sigma q} (\mathbb{R}^n)]' = H_p^\sigma(\mathbb{Q}), \]

(II) \[ [B_p^{\sigma q} (\mathbb{Q})]' = B_p^{-\sigma q'} (\mathbb{R}^n), \quad [B_p^{-\sigma q'} (\mathbb{R}^n)]' = B_p^{\sigma q} (\mathbb{Q}), \]
where prime denotes the dual space, \( p' \) and \( q' \) are conjugate exponent of \( p \) and \( q \), respectively.

In more detail, the duality is given by the bilinear form

\[
<f, g> = \lim_{\epsilon \to 0} U_m(\epsilon, x) V_m(\epsilon, x) \, dx.
\]

Here \( U_m \) and \( V_m \) are defined by (9.4) and (9.5), respectively.

**Proof.** (I). Let \( j \) and \( i \) be positive integers such that \( 1 + \sigma \leq j \), \( 1 - \sigma \leq i \). We shall make use of the integral representation (3.5), in which we take \( l = m = i + j - 1, k = j - 1, h = i - 1 \). By the above corollary we have known that \( <f, g> \) is a continuous bilinear form on \( H_p^\epsilon(\Omega) \times H_p^\epsilon, \bar{\alpha}(\mathbb{R}^n) \).

To prove that \( <f, g> = 0 \) for every \( g \in H_p^\epsilon, \bar{\alpha}(\mathbb{R}^n) \) implies \( f = 0 \), let us take \( \bar{\varphi}(t, x) \in L^p(\Omega; L_2^h(I)) \). For \( |\beta| \leq h \) define

\[
\tilde{\varphi}(t, x) = \int_0^t s^{\alpha - |\beta| - \eta} \bar{\varphi}(s, x) \, ds.
\]

Then \( t^\eta \tilde{\varphi} \in L^p(\Omega; L_2^h) \), so that

\[
g(x) = \int_0^a \partial_t \int L_{\beta}(x + tz, z)\tilde{\varphi}(t, x + tz) \, dz \, dt \in H_p^\epsilon, \bar{\alpha}.
\]

Hence, by Lemma 9.1 and Fubini’s theorem we have

\[
<f, g> = \int_0^a \partial_t \int U_{\beta}(t, x)\tilde{\varphi}(t, x) \, dx,
\]

\[
= \int_0^a \partial_t \int \int t^{h - |\beta| + \eta} \bar{\varphi}(s, x) U_{\beta}(t, x) \, dx,
\]

\[
= \int_0^a \partial_t \int t^{h - |\beta| + \eta} u_{\beta}(t, x) \bar{\varphi}(t, x) \, dx.
\]

Thus, \( <f, g> = 0 \) for every \( g \in H_p^\epsilon, \bar{\alpha} \) implies that the right hand side is equal to zero for every \( \bar{\varphi} \in L^p(\Omega; L_2^h) = [L^p(\Omega; L_2^h)]' \), which gives \( u_{\beta}(t, x) = 0 \) for every \( |\beta| \leq h \), so that \( F_2(x) = 0 \). Analogously we can obtain \( F_1(x) = 0 \). Also, substituting

\[
g(x) = \int \omega_m(x + az, z) G(x + az) \, dz,
\]
where $\tilde{G}$ is an arbitrary function in $L^p(\mathcal{Q})$, we get $f_\infty(x) = 0$, and, hence, $F_3(x) = F_4(x) = 0$. Thus we have $f(x) = 0$.

Likewise, we can show that $\langle f, g \rangle = 0$ for every $f \in H_p^s$ implies $g = 0$.

From the observations we have done it follows that $H_p^s(\mathcal{Q}) \subset [H_p^{-r, s}(\mathbb{R}^n)]'$, and $H_p^{-r, s}(\mathbb{R}^n) \subset [H_p^s(\mathcal{Q})]'$. Thus the theorem is established if the converse inclusion is shown.

To do this, let $F \in [H_p(\mathcal{Q})]'$. Since for any $u \in L^p(\mathcal{Q}; L_{2}^s)$

$$\int_0^a d_x t \int M_{a}(x, -z) t^x u(t, x + t z) \, dz \in H_p^s,$$

the functional

$$F \left( \int_0^a d_x t \int M_{a}(x, -z) t^x u(t, x + t z) \, dz \right)$$

is continuous on $L^p(\mathcal{Q}; L_{2}^s)$, and, hence, this is equal to

$$\int_0^a d_x t \int u(t, x) \tilde{V}_a(t, x) \, dx,$$

for some $\tilde{V}_a(t, x) \in L^p(\mathcal{Q}; L_{2}^s)$. Similarly, there exist $\tilde{V}^\beta(t, x) \in L^p(\mathcal{Q}; L_{2}^s)$, $C^\beta \in L^p(\mathcal{Q})$ such that

$$F \left( \int_0^a d_x t \int M^{(0, \beta)}(x, -z) t^x u(t, x + t z) \, dz \right) = \int_0^a d_x t \int u(t, x) \tilde{V}^\beta(t, x) \, dx,$$

for every $u(t, x) \in L^p(\mathcal{Q}; L_{2}^s)$, and

$$F \left( \int a^{-1} \omega^{(0, \beta)}(x, -z) \varphi(x + az) \, dz \right) = \int \varphi(x) \tilde{G}^\beta(x) \, dx$$

for every $\varphi \in L^p(\mathcal{Q})$. Put

$$\tilde{v}_a(t, x) = \int_0^t s^{-a+b} t^{-b} \tilde{V}_a(s, x) \, ds,$$

$$\tilde{v}^\beta(t, x) = \int_0^a s^{-a+b} t^b \tilde{V}^\beta(s, x) \, ds,$$

$$\tilde{g}_a(x) = \int_0^a t^b \tilde{V}(t, x) \, dt,$$

and set
Then, by Lemma 9.1 we obtain, for any $f \in H^s_T(\mathbb{Q})$,

$$<f, g> = \sum_{|\beta| \leq k} \int_0^a ds t \int L_\beta(t, x) \tilde{\beta}(t, x) dx$$
$$+ \sum_{|\alpha| = k} \int_0^a ds t \int U_\alpha(t, x) \tilde{\alpha}(t, x) dx$$
$$+ \sum_{|\beta| \leq k} \int_0^a f^\beta(t, x) \tilde{\beta}(t, x) dx$$
$$+ \{ \sum_{|\beta| \leq k} f^\beta(x) \tilde{\beta}(x) + f^\omega(x) \tilde{\omega}(x) \} dx$$
$$= \sum_{|\beta| \leq k} \int_0^a ds t \int s^{k-|\beta|-\sigma} u_\beta(s, x) \tilde{\beta}(s, x) dx$$
$$+ \sum_{|\alpha| = k} \int_0^a ds t \int s^{-\sigma} u_\alpha(s, x) \tilde{\alpha}(s, x) dx$$
$$+ \sum_{|\beta| \leq k} \int_0^a ds t \int s^{k-\sigma} f^\beta(t, x) \tilde{\beta}(t, x) dx$$
$$+ \{ \sum_{|\beta| \leq k} f^\beta(x) \tilde{\beta}(x) + f^\omega(x) \tilde{\omega}(x) \} dx$$
$$= F \left( \sum_{|\alpha| = k} \int_0^a ds t \int M_\alpha(s, x) M(s, x) dx \right)$$
$$+ \sum_{|\beta| \leq k} \int_0^a ds t \int s^{k-|\beta|} M^{(0, \beta)}(s, x) dx$$
$$+ \sum_{|\beta| \leq k} \int_0^a ds t \int s^{k-|\beta|} M^{(0, \beta)}(s, x) dx.$$. 
in view of Theorem 1, and the inclusion \((H^s_p, \gamma) \subset H^s_{p, \gamma} \) is established.

By the same argument, we find that for \( G \in (H^s_{p, \gamma})' \) there exist \( \tilde{U}, \tilde{U}^\alpha \in L^r(\Omega; L^s_p), \tilde{F}, \tilde{F}^\alpha \in L^r(\Omega) \) such that

\[
G\left( \int_0^a \int d_\alpha \int L_\beta(x + tz, \omega_m(x + az)) \right) = \int_0^a d_\alpha \int L_\beta(t, x) \tilde{U}_\beta(t, x) dx,
\]

for any \( v \in L^r(\Omega; L^s_p), \phi \in L^r(\Omega) \), and, putting

\[
f(x) = \sum_{\alpha} \int_0^a d_\alpha \int M_\alpha(x, -z) \left\{ \int_0^a d_\alpha \int \left\{ \int_0^a d_\alpha \int \left\{ \int_0^a d_\alpha \int \left\{ \int_0^a d_\alpha \int M_\alpha(x, -z) \right\} d_\alpha \right\} \right\} d_\alpha \right\} dz
\]

by Lemma 9.1 and Theorem 1 we obtain

\[
\langle f, g \rangle = G(g)
\]

for any \( g \in H^s_{p, \gamma}(\mathbb{R}^n) \).
This completes the proof of part (I).

The proof of part (II) is the same, except that we should remark

\[ L^p_\infty(I; L^p(\Omega)) = L^p_\infty(I; L^p(\Omega)). \]
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