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Abstract

Specifying their (normally ordered) characteristic functions we determine all states of the boson $C^*$-Weyl algebra which satisfy Glauber's coherence condition and are not realizable as density operators in Fock space. The pure ones are shown to be just the eigenstates of the annihilation operators in their GNS-representations (in contrast to the Fock case) and are characterized in many equivalent manners. The central decomposition of an arbitrary coherent state has the macroscopic phase variable as parameter and is supported by the pure coherent states, which is in fact the only way for a maximal decomposition. The set of all coherent states with the same absolute factorizing function is proven to be a Bauer simplex. The appearance of a classical coherent field part is studied in detail in the GNS-representations and shown to correspond to an enlargement of the set of one boson states by just one additional mode.

§1. Introduction and Preliminary Results

In one of his first papers on quantum optics [6] Glauber emphasizes the importance of states with a large number of photons for the description of light beams (and contrasts this with the few photon excitations in perturbational quantum electrodynamics). The relevant states, which have some degree of coherence, are investigated by him and his colleagues, however, only in the Fock representation. Since in laser beams there are in fact macroscopically many photons one may doubt if this formal limitation is justified. In [12] examples of fully coherent states are given, which cannot be represented by density operators in Fock space. A systematic study, where both Fock and non-Fock coherent states are investigated in the smeared field formalism, has been started recently in [13]. The aim of this paper is to carry on this analysis with the emphasis on non-Fock states.

We start here from Glauber's factorization condition for a (fully) coherent
state [7]. If the creation and annihilation operators are smeared with one-boson test functions this coherence condition leads to a product of the values of a certain linear form on the test function space and its complex conjugate. In this formulation the consequences of the coherence condition can be deduced in a rigorous way, especially by means of the formalism of operator algebraic statistical mechanics [4]. If the mentioned linear form is bounded, then every state fulfilling this condition is given by a density operator in the Fock representation (i.e., is relatively normal to the Fock representation). Even in this more familiar case the complete classification of all coherent states seems not to have been carried through. If the mentioned linear form is unbounded the set of all (normalized mode) occupation numbers is unbounded and the corresponding state is no more representable by a density operator in Fock space (is disjoint to the Fock vacuum). In this case the typical operator algebraic techniques come into play. The statistical correlation inherent in the coherence condition extends now over so many photons (in states with finite particle density) that macroscopic classical features are generated, especially a macroscopic phase observable is displayed. Just these non-Fock structures seem to fit very well to many experimental situations with a high photon density. They are also in a certain analogy to the condensation phenomena of massive bosons, where in fact the “off-diagonal long-range order” is considered to be related to the coherence condition (cf. [11, p. 39]). In the reconstructed quantum mechanics over these ordered states (by means of the GNS-representation) the collective phenomenon is concisely expressed by an additional classical field. Altogether there seems enough motivation for a thorough elaboration of the non-Fock coherent boson states.

In detail we proceed as follows. After preliminary results on states on the Weyl algebra we start in §2 with an analysis of the pure coherent states and refine the results of the literature. We use already here the technique of the Kolmogorov decomposition for positive-definite kernels (which is shortly introduced in the Appendix) in spite of its power being only visible in the case of mixed coherent states. The general form of coherent states is attacked by means of the (twofold) analytic power series of the normally ordered generating function. In spite of a quite different technique the result resembles that of [16]: the form of this series is fixed up to an infinite number of complex coefficients, which constitute an infinite positive complex matrix, where only the diagonal elements are determined by the coherence condition. The non-diagonal elements are here further analyzed for the non-Fock case, where one can show directly via the unboundedness of the mentioned linear form, that they depend solely on the difference of the integer matrix indices. This is in contrast to the Fock case, where the variety of admissible coefficients is larger. The Kolmogorov decomposition of the matrix coefficients leads to a Kolmogorov decomposition of the normally ordered generating function.
In §3 we only treat the non-Fock case and show that the spectral measure of a certain unitary operator in the mentioned Kolmogorov decomposition leads to a unique decomposition of the given coherent state into pure coherent states and reveals the set of all coherent states with a fixed linear form to be a Bauer simplex. The GNS-representation is easily constructed and known in the literature for similar situations since [2]. Here it is gained by means of the minimal Kolmogorov decomposition of the characteristic function. It is always a tensor product of the Fock representation and the classical part. Especially elegant is the formulation of the represented Weyl algebra if the one-boson space is enlarged by an additional mode. This suggests also a natural enlargement of the C*-Weyl algebra so that the classical field part may vary independently from the Fock part. The mathematical structure of this new C*-Weyl algebra over a degenerate symplectic form is analyzed, a formalism which incorporates a whole classical statistics over the phase variable of the coherent field. This nontrivial classical part is shown to be approximable by local field expressions (without a classical component) in the strong resolvent sense.

Equipped with this mathematical machinery it is now easy to identify the decomposition of an arbitrary coherent state into pure coherent states as the central decomposition (which requires more than the pairwise disjointness of the supporting states). Moreover it is also shown to be the unique decomposition of a coherent state into a family of pure states (by means of a maximal measure not necessarily orthogonal). Related with this result is the fact that a coherent state can only be decomposed into countable many states if the latter are coherent with the same linear form as the given one, showing that the set of all coherent states with the same linear form is a face of the convex and compact state space of the original Weyl algebra.

Having anticipated some of the unique features of the non-Fock coherent states let us now start with the basic mathematical notions we shall need.

We denote by $E$ the pre-Hilbert space with (right linear) scalar product $\langle \cdot | \cdot \rangle$, containing the genuine one-boson states which the free quantum particles may assume. (In certain situations it is physically reasonable to extend $E$, cf. e.g., §3.) Let $\mathcal{W}(E)$ be the unique C*-algebra, which is generated by non-zero elements $W(f)$, $f \in E$, satisfying the Weyl relations

$$W(f)^* = W(-f), \quad W(f)W(g) = \exp \left\{ -\frac{i}{2} \Im \langle f | g \rangle \right\} W(f + g)$$

for all $f, g \in E$. The states $\varphi$, which are elements of the weak*'-compact convex state space $\mathcal{S}$ of $\mathcal{W}(E)$, are in bijective affine correspondence with the (characteristic) functions $C : E \to \mathbb{C}$ with $C(0) = 1$ and for which the map $(f, g) \mapsto \exp \left\{ \frac{i}{2} \Im \langle f | g \rangle \right\} C(g - f)$ constitutes a positive-definite kernel $E \times E \to \mathbb{C}$ (cf. Appendix). If $C_{\varphi}$ is the characteristic function of $\varphi \in \mathcal{S}$, the minimal
Kolmogorov decomposition of the associated positive-definite kernel is denoted by $V_\varphi: E \rightarrow \mathcal{H}_\varphi$, where $\mathcal{H}_\varphi$ is some Hilbert space. The set of all $C_\varphi\varphi \in \mathcal{S}$, is denoted by $C(E)$.

If, e.g., $\varphi_F$ is the Fock vacuum state, then $C_\varphi\varphi(f) \equiv C_F(f) = \exp\left\{-\frac{1}{4} \|f\|^2\right\}$ and $V_\varphi\varphi(f) \equiv V_F(f)$ is the coherent vector $\Omega\left(\frac{i}{\sqrt{2}}f\right)$ in the Bose-Fock space $\mathcal{H}_F$ over $\overline{E}$, where $\overline{E}$ is the completion of $(E, \langle \cdot, \cdot \rangle)$ and

$$\Omega(f) = e^{-\frac{1}{2} \|f\|^2} \bigoplus_{n=0}^{\infty} \frac{1}{\sqrt{n!}} (f \otimes \cdots \otimes f)$$

with the special case $\Omega(0) = \Omega_F$, the Fock vacuum vector. The Fock represented Weyl operators are characterized by the transformation property

$$\prod_f(W(f)) = W_F(f)\Omega(g) \mapsto \exp\left\{\frac{i}{\sqrt{2}} \Re \langle f | g \rangle\right\} \Omega(g + \frac{i}{\sqrt{2}} f), \quad g, f \in E.$$ 

A state $\varphi \in \mathcal{S}$ is called regular, if $C_\varphi\varphi(tf)$ is continuous in $t \in \mathbb{R}$ for all $f \in E$, and $\varphi$ is said to be of class $\mathcal{C}^m$, if $\mathbb{R} \ni t \mapsto C_\varphi\varphi(tf)$ is $m$-times differentiable for each $f \in E$. We set $\mathcal{C}^\infty := \bigcap_{m \geq 1} \mathcal{C}^m$. $\varphi$ is analytic, if for each $f \in E$ the map $t \mapsto C_\varphi\varphi(tf)$ may be extended in a complex neighborhood of $t = 0$ to an analytic function $z \mapsto C_\varphi\varphi(z; f)$. If for every $f \in E$ this neighborhood is all of $\mathbb{C}$, then $\varphi$ is called entire analytic. Especially $\varphi_F$ is entire analytic with $C_F(z; f) = \exp\left\{-\frac{1}{4} z^2 \|f\|^2\right\}$.

In the GNS-representation $(\Pi_\varphi, H_\varphi, \Omega_\varphi)$ of a regular state $\varphi$ the boson field operator $\Phi_\varphi(f) := -i \frac{d \Pi_\varphi(W(tf))}{dt} \bigg|_{t=0}$ is selfadjoint with domain $\mathcal{D}(\Phi_\varphi(f))$(given by the existence of the derivative), and the annihilation and creation operators

$$a_\varphi(f) = \frac{1}{\sqrt{2}} (\Phi_\varphi(f) + i\Phi_\varphi(if)), \quad a_\varphi^*(f) = \frac{1}{\sqrt{2}} (\Phi_\varphi(f) - i\Phi_\varphi(if))$$

are closed on $\mathcal{D}(\Phi_\varphi(f)) \cap \mathcal{D}(\Phi_\varphi(if))$, $a_\varphi^*(f) = a_\varphi(f)^*$ and $f \mapsto a_\varphi^*(f)$ is linear. If $P(\Phi_\varphi)$ symbolizes a polynomial in the field operators (depending on a finite selection of one-boson states), then we often write $\langle \varphi; P(\Phi_\varphi) \rangle$ for $\langle \Omega_\varphi | P(\Phi_\varphi) \Omega_\varphi \rangle$, provided that $\Omega_\varphi \in \mathcal{D}(P(\Phi_\varphi))$. The latter is the case for each polynomial with degree less or equal to $m$, if $\varphi$ is of class $C^{2m}$. We mention, that the cyclic vector $\Omega_\varphi$ of the GNS-representation of $\varphi$ is an analytic (resp. entire analytic) vector for each $\Phi_\varphi(f), f \in E$, iff $\varphi$ is analytic (resp. entire analytic).

If $\varphi \in \mathcal{S}$ is analytic, for each $f \in E$ there is a neighborhood $U_f$ of the origin of the complex plane, such that
In this case there is also a possibly smaller neighborhood $U'_f$ of the origin with

$$
\ln C_\varphi(z; f) = \sum_{n=0}^{\infty} \frac{r^n z^n}{n!} \langle \varphi; \Phi_\varphi(f)^n \rangle_T, \ z \in U'_f.
$$

(1.1)

where the truncated expectation values $\langle \varphi; \rangle_T$ may be defined by this power series expansion of the left hand side (compare [4], Vol. II, p.40).

Lemma 1.1. Let $\varphi \in \mathcal{S}$. $\varphi$ is analytic, iff for each $f \in E$ there is a function $N_\varphi(z_1, z_2; f)$, analytic in $U_f \times U_f \subseteq \mathbb{C}^2$ ($U_f$ a neighborhood of the origin of $\mathbb{C}$), such that

$$
C_\varphi(z; f) = C_F(z; f) N_\varphi(z, z; f) \quad \forall z \in U_f.
$$

(1.2)

In this case, then it follows for the analytic extension of $\mathbb{R}t \mapsto C_\varphi(tf)$

$$
C_\varphi(z; f) = C_F(z; f) N_\varphi(z, z; f) \quad \forall z \in U_f.
$$

(1.3)

Especially $\varphi$ is entire analytic, iff $N_\varphi(z_1, z_2; f)$ is entire analytic on $\mathbb{C}^2$ for every $f \in E$.

Moreover, the analyticity condition and (1.2) determine $N_\varphi$ uniquely to have the form

$$
N_\varphi(z_1, z_2; f) = e^{\frac{i}{2}(z_1^2 - z_2^2 + 2z_1z_2)} \|f\|^2 \langle \varphi; e^{-\frac{i}{2}(z_1^2 + z_2^2)} \Phi_\varphi(f) \Omega_\varphi | e^{-\frac{i}{2}(z_2 - z_1)} \Phi_\varphi(if) \Omega_\varphi \rangle
$$

$$
= \sum_{k,l=0}^{\infty} \left( \frac{iz_1}{\sqrt{2}} \right)^k \left( \frac{iz_2}{\sqrt{2}} \right)^l \frac{1}{k! l!} \langle \varphi; a_\Phi(f)^k a_\Phi(f)^l \rangle, \ z_1, z_2 \in U_f.
$$

(1.4)

(1.5)

Proof. Let $\varphi$ be analytic. Define $N_\varphi$ by equation (1.4). Then $N_\varphi$ is well defined and analytic in a neighborhood of the origin of $\mathbb{C}^2$, since $\Omega_\varphi$ is an analytic vector for $\Phi_\varphi(f)$ and $\Phi_\varphi(if)$. Using the Weyl relations, one easily checks that (1.2) and (1.3) are fulfilled. Equation (1.5) is the Taylor series of (1.4), which one gets by use of the canonical commutation relations or the Baker-Hausdorff formula.

Conversely, if there exists an analytic function $N_\varphi(\cdot; f)$ satisfying (1.2), then it is unique by [3, p.36] and agrees with the one defined by (1.4).

A state $\varphi$ is called quasi-free, if it is analytic and $\langle \varphi; \Phi_\varphi(f)^n \rangle_T = 0$ for $n > 2$ and all $f \in E$. One concludes from (1.1) that in this case

$$
C_\varphi(f) = \exp \left\{ i \langle \varphi; \Phi_\varphi(f) \rangle - \frac{1}{2} \langle \varphi; \Delta \Phi_\varphi(f)^2 \rangle \right\},
$$

where
\[ \langle \varphi ; \Delta \Phi_\varphi (f)^2 \rangle = \langle \varphi ; \Phi_\varphi (f)^2 \rangle - \langle \varphi ; \Phi_\varphi (f) \rangle^2 = \langle \varphi ; \Phi_\varphi (f)^2 \rangle_T. \]

**Definition 1.2.** A state \( \omega \in \mathcal{S} \) is called coherent, if it is of class \( \mathcal{C}^\infty \) and if there is a linear form \( L : E \to \mathbb{C} \) such that
\[
\langle \omega ; a_0^*(f_1) \cdots a_0^*(f_k) a_0(g_1) \cdots a_0(g_l) \rangle = L(f_1) \cdots L(f_k) \overline{L(g_1)} \cdots \overline{L(g_l)} \tag{1.6}
\]
for all \( k, l \in \mathbb{N}_0 \) with \( k = l \) and all \( f_1, \ldots, f_k, g_1, \ldots, g_l \in E \). The set of all coherent states with linear form \( L \) is denoted by \( \mathcal{S}_L \).

From (1.6) it follows that \( \mathcal{S}_L \) is convex (the extreme boundary of which is denoted by \( \partial_\varepsilon \mathcal{S}_L \) [1]). If \( \omega \in \mathcal{S}_L \), then also \( \omega \in \mathcal{S}_{L_z} \) for all elements \( z \) of the torus
\[
\mathbb{T} := \{ w \in \mathbb{C} | |w| = 1 \}. \tag{1.7}
\]

### § 2. Series Expansions and Kolmogorov Decompositions for the Characteristic Functions

The most common states in quantum optics, which satisfy the coherence condition, fulfill (1.6) even for all \( k, l \in \mathbb{N}_0 \). We first analyze this class of states in the smeared field formalism and demonstrate, beside other things, that in fact all choices of the linear form \( L \) lead to well defined states on the Weyl algebra \( \mathcal{W}(E) \). The following results extend Theorem 2.1 of [13].

**Proposition 2.1** Let \( L : E \to \mathbb{C} \) be an arbitrary linear form. It follows:

(a) The function \( C_L : E \to \mathbb{C} \), given by
\[
C_L(f) = C_F(f) \exp \{ i \sqrt{2} R L(f) \}, f \in E, \tag{2.1}
\]
is in \( C(E) \) and defines an entire analytic state \( \varphi_L \) with (cf. Lemma 1.1)
\[
N_L(z_1, z_2 ; f) = \exp \left\{ i \frac{\sqrt{2}}{2} \left( z_1 L(f) + z_2 \overline{L(f)} \right) \right\} \forall z_1, z_2 \in \mathbb{C}.
\]
The minimal Kolmogorov decomposition of the associated positive-definite kernel is of the form
\[
V_L(f) := V_F(f) \exp \{ i \sqrt{2} R L(f) \} \in \mathcal{K}_{F},
\]
where-as in Section 1–the index “\( F \)” refers to the Fock vacuum.

(b) For \( \varphi \in \mathcal{S} \) the following conditions are equivalent:
   (i) \( \varphi = \varphi_L \);
   (ii) \( \varphi \) is of class \( \mathcal{C}^\infty \) and satisfies (1.6) for all \( k, l \in \mathbb{N}_0 \);
   (iii) \( \varphi \) is of class \( \mathcal{C}_2 \) and satisfies (1.6) for \( (k, l) = (0, 1) \) and \( (k, l) = (1, 1) \) for all \( f = g \);
(iv) \( \varphi \) is regular and satisfies \( a_\varphi(f)\Omega_\varphi = \overline{L(f)} \Omega_\varphi \forall f \in E \) in its GNS-representation.

(c) For \( \varphi \in \mathcal{S} \) is equivalent:

(i) \( \varphi = \varphi_{zL} \) for some \( z \in \mathbb{T} \);
(ii) \( \varphi \in \mathcal{S}_L \) and \( \varphi \) is quasi-free.

(d) A \( \varphi \in \mathcal{S} \) with

(i) \( \varphi = \varphi_{zL} \) for some \( z \in \mathbb{T} \)
satisfies also

(ii) \( \varphi \in \mathcal{S}_L \) and \( \varphi \) is pure.

It then (trivially) fulfills

(iii) \( \varphi \in \mathcal{S}_L \) and \( \varphi \) is primary;
(iv) \( \varphi \in \mathcal{E}_L \);
(v) \( \varphi \) is in the support of a maximal measure (on \( \mathcal{S} \)), which decomposes an \( \omega \in \mathcal{S}_L \).

Remark. For unbounded \( L \) all the conditions of (d), and thus of (c), are equivalent to those of (b), if therein \( L \) is replaced by \( zL, z \in \mathbb{T} \) (cf. Proposition 3.6 (a)).

Proof. (a) \( C_L \) is the product of \( C_F \in C(E) \) and a positive-definite function on \( E \), which leads to \( C_L \in C(E) \) and the stated minimal Kolmogorov decomposition. Obviously \( N_L(z_1, z_2; f) \) is entire analytic on \( \mathbb{C}^2 \) and gives the analytic extension \( C_L(z; f) = C_F(z; f) N_L(z, z; f) \), as well as \( C_L(zf) = C_F(zf) N_L(z, z; f) \) (cf. Lemma 1.1).

(b)(ii) \( \Rightarrow \) (iii) and (iv) \( \Rightarrow \) (ii) are trivial. (i) \( \Rightarrow \) (iii) is obtained by calculating the derivatives \( \frac{\partial^{k+i} N_L(z_1, z_2; f)}{\partial z_1^k \partial z_2^l} \) for \( (k, l) = (0, 1) \) and \( (k, l) = (1, 1) \) and comparing this with (1.5). (iii) \( \Rightarrow \) (iv): One calculates directly \( \|a_\varphi(f) - \lambda\Omega_\varphi\|^2 = |\overline{L(f)} - \lambda|^2 \), which is zero for \( \lambda = \overline{L(f)} \). (iv) \( \Rightarrow \) (i) one gets by use of (1.2) and (1.5) with \( z = 1 \): \( C_\varphi(f) = C_f(f)e^{i\sqrt{2}\Re(L(f))} \).

(c)(i) \( \Rightarrow \) (ii): Comparing \( C_{zL}(f) \) according to (2.1) with (1.1) we find

\[
\langle \varphi; \Phi_\varphi(f) \rangle = \sqrt{2} \Re(zL(f)) \quad \text{and} \quad \langle \varphi; \Delta \Phi_\varphi(f)^2 \rangle = \frac{1}{2} \|f\|^2
\]

and the higher truncated functionals vanishing, thus \( \varphi_{zL} \) is quasi-free. Coherence follows from (b)(ii). The reverse implication is given in the Appendix of [13].

(d)(i) \( \Rightarrow \) (ii): From (a) and the Appendix we conclude that the Weyl operators in the GNS-representation of \( \varphi_{zL} \) are scalar multiples of the Fock-Weyl operators and hence generate an irreducible \( C^* \)-algebra and thus \( \varphi_{zL} \) is pure. (ii) \( \Rightarrow \) (iii) and (ii) \( \Rightarrow \) (iv) are immediate. (ii) \( \Rightarrow \) (v) is gained by taking for \( \omega \) the pure state \( \varphi_{zL} \). □
As a preparatory step for the general case let us consider condition (1.6) for \( k = l = 1 \).

**Lemma 2.2.** Let \( \omega \in \mathcal{S} \) be of class \( \mathcal{C}^2 \), then the following two conditions are equivalent:

(i) \[ |\langle \omega; a_\omega^*(f)a_\omega(g) \rangle| = \| a_\omega^*(f)\Omega_\omega \| \| a_\omega(g)\Omega_\omega \| \text{ for all } f, g \in E; \]

(ii) there exists a linear form \( L: E \to \mathbb{C} \) such that \[ \langle \omega; a_\omega^*(f)a_\omega(g) \rangle = L(f) \overline{L(g)} \text{ for all } f, g \in E. \]

Moreover, if these conditions are satisfied, then

\[ \overline{L(g)} a_\omega(f)\Omega_\omega = \overline{L(f)} a_\omega(g)\Omega_\omega \quad \forall f, g \in E. \]

The linear form \( L \) is determined uniquely by (ii), up to a phase.

**Proof.** (i) \( \Rightarrow \) (ii): If \( \omega = \varphi_E \) this is trivially valid with \( L \equiv 0 \). If \( \omega \neq \varphi_E \), there exists a \( h \in E \) with \( \| a_\omega(h)\Omega_\omega \| = 1 \). Choose \( L(f) := \langle \omega; a_\omega^*(f)a_\omega(h) \rangle \). One easily checks \( \| (a_\omega(f) - L(f) a_\omega(h))\Omega_\omega \|^2 = 0 \forall f \in E, \) from which one gets \( a_\omega(f)\Omega_\omega = L(f) a_\omega(h)\Omega_\omega \). Now (ii) and \( \overline{L(g)} a_\omega(f)\Omega_\omega = \overline{L(f)} a_\omega(g)\Omega_\omega \) are immediate.

(ii) \( \Rightarrow \) (i) follows directly since \( \| a_\omega(f)\Omega_\omega \|^2 = \langle \omega; a_\omega^*(f) a_\omega(f) \rangle = |L(f)|^2 \). \( \square \)

Let \( \omega \) be of class \( \mathcal{C}^\infty \) and satisfying the conditions of Lemma 2.2 for some linear form \( L \) (first order coherence \[16\]). If we choose for \( L \neq 0 \) an \( h \in E \) such that \( L(h) = 1 \) (iff \( L = 0 \) then \( \omega = \varphi_E \)), then by Lemma 2.2 \( a_\omega(f)\Omega_\omega = \overline{L(f)} a_\omega(h)\Omega_\omega \forall f \in E. \) Consequently

\[ \langle \omega; a_\omega^*(f_1) \cdots a_\omega^*(f_k) a_\omega(g_1) \cdots a_\omega(g_l) \rangle = \]

\[ = L(f_1) \cdots L(f_k) \overline{L(g_1)} \cdots \overline{L(g_l)} \langle \omega; a_\omega^*(h)^k a_\omega(h)^l \rangle. \tag{2.2} \]

Hence for a state \( \omega \in \mathcal{S} \) to be in \( \mathcal{S}_L \) it is necessary and sufficient that \( \omega \) is of class \( \mathcal{C}^\infty \) and

- \[ \langle \omega; a_\omega^*(f)a_\omega(g) \rangle = L(f) \overline{L(g)} \text{ for all } f, g \in E \text{ and} \]

- \[ \langle \omega; a_\omega^*(h)^k a_\omega(h)^l \rangle = |L(h)|^{2n} \text{ for some } h \notin \ker(L) \text{ for each } n \geq 2. \]

**Proposition 2.3.** Let be \( \omega \in \mathcal{S} \) and \( L \) an arbitrary linear form on \( E \). Then it is equivalent:

(i) \( \omega \in \mathcal{S}_L; \)

(ii) there exists a family \( c(k, l) \in \mathbb{C}, \ k, l \in \mathbb{N}_0, \) which constitutes a positive
definite kernel on \( N_0 \times N_0 \) with \( c(k, k) = 1 \forall k \in N_0 \) such that for each \( f \in E \)

\[
C_\omega(f) = C_f(f) \sum_{k,l=0}^\infty \left( \frac{i}{\sqrt{2}} \right)^{k+l} \frac{1}{k! l!} L(f)^k \overline{L(f)}^l c(k, l). 
\]

(2.3)

Furtheron, the properties of the \( c(k, l) \) imply \( c(k, l) = c(l, k) \) and \( |c(k, l)| \leq 1 \) for all \( k, l \in N_0 \), showing \( \omega \) to be entire analytic.

Proof. (i) \( \Rightarrow \) (ii): Let \( \omega \in \mathcal{S}_L \). Use equation (2.2) and set

\[
c(k, l) := \langle \omega; a_\omega^*(h) a_\omega(f) \rangle \quad \forall k, l \in N_0,
\]

(2.4)

from which also the positive-definiteness of the kernel \( c(k, l) \) follows. Letting \( n = 2 \) in equation (A.1) of the Appendix, we see that the matrix

\[
\begin{pmatrix}
  c(k, k) & c(k, l) \\
  c(l, k) & c(l, l)
\end{pmatrix}
\]

must be positive and therefore selfadjoint with positive determinant. As \( \omega \) is coherent we have \( c(k, k) = 1 = c(l, l) \), which implies \( c(k, l) = c(l, k) \) and \( |c(k, l)| \leq 1 \) for all \( k, l \in N_0 \). Consequently, inserting (2.2) in (1.5), the convergence of the series \( N_\omega(z_1, z_2; f) \) is absolute for each \( z_1, z_2 \in \mathbb{C} \) and from (1.2) we obtain (2.3) by setting \( z = 1 \). By Lemma 1.1 \( \omega \) is entire analytic. (ii) \( \Rightarrow \) (i): Obviously

\[
C_\omega(\xi f) = C_f(\xi f) \sum_{k,l=0}^\infty \left( \frac{i}{\sqrt{2}} \right)^{k+l} \frac{1}{k! l!} L(f)^k \overline{L(f)}^l c(k, l) \quad \forall z \in \mathbb{C} \quad \forall f \in E,
\]

where the double series converges absolutely because of \( |c(k, l)| \leq 1 \). Hence with (1.2) and (1.5) one gets

\[
\langle \omega; a_\omega^*(f) a_\omega(g) \rangle = L(f)^k \overline{L(f)}^l c(k, l).
\]

Now use

\[
c(1, 1) = 1 \quad \text{and the polarization identity to verify} \quad \langle \omega; a_\omega^*(f) a_\omega(g) \rangle = L(f)^k \overline{L(g)}^l \quad \forall f, g \in E,
\]

which implies (2.2) for an \( h \in E \) with \( L(h) = 1 \). For this \( h \) (2.4) is then again valid, which leads with \( c(k, k) = 1 \) \( \forall k \in N_0 \) to the coherence condition (Definition 1.2).

We now give the cases in which \( L \) is unbounded a special treatment, where often the following simple fact is employed for arguments, which go back to [2].

Lemma 2.4. If \( L : E \to \mathbb{C} \) is unbounded, then there is for every \( \alpha \in \mathbb{C} \) a sequence \( (f_n)_{n \in \mathbb{N}} \) in \( E \) with

\[
\lim_{n \to \infty} \|f_n\| = 0 \quad \text{and} \quad \lim_{n \to \infty} L(f_n^\alpha) = \alpha.
\]

Proof. Since \( L \) is unbounded, there is a sequence \( (f_n)_{n \in \mathbb{N}} \) in \( E \) with \( \|f_n\| = 1 \) and \( \lim_{n \to \infty} L(f_n) = \infty \). Without restriction in generality \( L(f_n) \neq 0 \forall n \), and we may define \( f_n^\alpha := \frac{\alpha f_n}{L(f_n)} \).
Proposition 2.5. A coherent state $\omega \in \mathcal{S}_L$ is normal to the Fock representation, iff $L$ is bounded.

Proof: (a) Let $L$ be bounded. By (1.5) and Proposition 2.3 the functions $E \ni f \mapsto N_\omega(z_1, z_2, f)$ are continuous for all $z_1, z_2 \in \mathbb{C}$ and hence $\omega$ extends canonically to $\mathcal{W}(E)$. Moreover, there is a $h \in E$ so that $L(f) = \langle h | f \rangle \quad \forall f \in E$. Then $E = E_1 \oplus E_2$ with $E_1 = \mathbb{C}h$. From (2.3) one concludes that $\omega = \omega_1 \otimes \omega_2$ is a product state on $\mathcal{W}(E) = \mathcal{W}(E_1) \otimes \mathcal{W}(E_2)$, where $\omega_1$ is normal to the Fock representation of $\mathcal{W}(E_1)$—since $E_1$ is finite-dimensional [4, Corollary 5.2.15]—and $\omega_2$ is the Fock vacuum on $\mathcal{W}(E_2)$.

(b) If $L$ is unbounded, we find from equation (2.3) with the sequence of Lemma 2.4

$$\lim_{n \to \infty} C_{\omega}(f_n^2) = \sum_{k,l=0}^\infty \left( \frac{i}{\sqrt{2}} \right)^{k+l} \frac{1}{k! l!} \alpha^k \bar{\alpha}^l c(k, l) \quad \forall \alpha \in \mathbb{C}. \quad (2.5)$$

Since $c(k, k) \neq 0 \forall k \in \mathbb{N}$, the values (2.5) are not constant in $\alpha$ (which is seen by an analytic extension to $\mathbb{C}^2$ and [3, p. 36]). If on the other hand there would be a density operator $\rho_\omega$ on $\mathcal{H}_F$ which represents $\omega$, then

$$\lim_{n \to \infty} C_{\omega}(f_n^2) = \lim_{n \to \infty} \text{tr}_{\mathcal{H}_F} \{ \rho_\omega W_F(f_n^2) \} = 1 \quad \forall \alpha \in \mathbb{C}$$

since by [4, Proposition 5.2.4] $W_F(.) : E \to \mathcal{B}(\mathcal{H}_F)$ is normrespectively strong operator continuous. To avoid this contradiction $\omega$ cannot be normal to the Fock representation. \qed

For unbounded $L$ we now show that the kernel $c(k, l)$ of Proposition 2.3 only depends on the difference $k - l$.

Theorem 2.6 For a given linear form $L : E \to \mathbb{C}$ consider the following conditions on the function $C : E \to \mathbb{C}$:

(a) $C = C_\omega$ for some $\omega \in \mathcal{S}_L$;
(b) there exists a positive-definite function $d : \mathbb{Z} \to \mathbb{C}$ with $d(0) = 1$ such that for all $f \in E$

$$C(f) = C_F(f) \sum_{k,l=0}^\infty \left( \frac{i}{\sqrt{2}} \right)^{k+l} \frac{1}{k! l!} L(f)^k L(f)^l d(k - l); \quad (2.6)$$

(c) there exists a Hilbert space $\mathcal{H}_v$, a unitary $v$ acting on $\mathcal{H}_v$ and a normalized $w \in \mathcal{H}_v$ such that for all $f \in E$

$$C(f) = C_F(f) N(f) \quad \forall f \in E \quad (2.7)$$

where $N(.)$ is a positive-definite function on the additive group $E$ with a Kolmogorov decomposition.
\[ Y(f) = \exp \left\{ \frac{i}{\sqrt{2}} \left( L(f) v + \overline{L(f)} v^* \right) \right\} w. \] (2.8)

Then it holds \((a) \Rightarrow (b)\) if \(L\) is unbounded, whereas \((b) \Leftrightarrow (c) \Rightarrow (a)\) is valid for arbitrary \(L\).

**Proof.** \((a) \Rightarrow (b)\) for unbounded \(L\): From the equations (2.2) and (2.4) we get for \(f \not\in \ker (L)\) and \(l \geq k\)

\[ \langle \omega; a^*_\omega(f)^k a_\omega(f)^l \rangle = L(f)^k \overline{L(f)}^{l} c(k, l), \quad \langle \omega; a_\omega(f)^{l-k} \rangle = \overline{L(f)}^{1-k} c(0, l - k). \]

Hence

\[ |L(f)^k \overline{L(f)}^{l} (c(k, l) - c(0, l - k))| = \]

\[ = |\langle (a^*_\omega(f)^k a_\omega(f)^k - |L(f)|^{2k}) \Omega_\omega | a_\omega(f)^{l-k} \Omega_\omega \rangle| \]

\[ \leq \| (a^*_\omega(f)^k a_\omega(f)^k - |L(f)|^{2k}) \Omega_\omega \| \| a_\omega(f)^{l-k} \Omega_\omega \|. \] (2.9)

Here we have by the canonical commutation relations and Definition 1.2

\[ \| (a^*_\omega(f)^k a_\omega(f)^k - |L(f)|^{2k}) \Omega_\omega \|^2 = \]

\[ = \sum_{r=1}^{k} q_r \| f \|^2 \langle \Omega_\omega | a^*_\omega(f)^{2k-r} a_\omega(f)^{2k-r} \Omega_\omega \rangle + \]

\[ + \langle \Omega_\omega | a^*_\omega(f)^{2k} a_\omega(f)^{2k} \Omega_\omega \rangle - 2 |L(f)|^{2k} \langle \Omega_\omega | a^*_\omega(f)^k a_\omega(f)^k \Omega_\omega \rangle + |L(f)|^{4k} \]

\[ = \sum_{r=1}^{k} q_r \| f \|^2 |L(f)|^{2(2k-r)} \]

for certain \(q_r \in \mathbb{N}_0\) with \(q_r \neq 0\) at least for one \(r\). Observing this and \(\| a_\omega(f)^{l-k} \Omega_\omega \| = |L(f)|^{1-k} \) in (2.9) yields

\[ |c(k, l) - c(0, l - k)|^2 \leq \sum_{r=1}^{k} q_r \left( \frac{\| f \|}{|L(f)|} \right)^{2r}. \]

Using the sequence \((f^\alpha_{n \in \mathbb{N}})\) of Lemma 2.4 with \(\alpha \neq 0\) gives \(c(k, l) = c(0, l - k)\) for \(l \geq k\). If \(l < k\) then \(c(k, l) = c(l, k) = c(0, k - l) = c(k - l, 0)\). Defining

\[ d(m) := \begin{cases} c(m, 0) & \text{if } m \geq 0 \\ c(0, -m) & \text{if } m < 0 \end{cases} \]

gives \(d(k - l) = c(k, l) \forall k, l \in \mathbb{N}_0\) and transforms (1.2) and (1.5) with (2.3) into (2.6), where \(d(0) = c(k, k) = 1\) by the coherence definition.

\((b) \Rightarrow (c)\) for arbitrary \(L\): Applying for \(d\) the Kolmogorov decomposition for
positive-definite functions on groups (cf. Appendix) one obtains \(d(k - l) = \langle v^l w | v^k w \rangle\), \(w \in H_v\) and \(v\) an unitary on \(H_v\) for some Hilbert space \(H_v\). Inserting this into (2.6), where \(f\) gets replaced by \(g - f\), leads to \(N(g - f) = \langle Y(f) | Y(g) \rangle\) with \(Y\) given by (2.8) and the exponential is definable by a power series converging in the operator norm. Thus \(N\) is a positive-definite function on \(E\) and \(1 = d(0) = \|w\|^2 = \|Y(0)\|^2 = N(0)\).

\[(c) \Rightarrow (b)\ and \ (c) \Rightarrow (a)\ for \ arbitrary \ \(L: C(f) := C_f(f)N(f)\) is normalized and \(C_E = C(E)\) and therefore defines a state \(\omega \in \mathcal{S}\). Now, using \(N(f) = \langle Y(0) | Y(f) \rangle\) we see that it has the form (2.3) with specialized \(c(k, l) = \langle v^l w | v^k w \rangle = \langle w | v^{k-l} w \rangle := d(k - l)\) from which \(c(k, k) = \|w\|^2 = d(0) = 1\) follows.

From the above proof it is obvious, that \(k \mapsto v^k w\) is a minimal Kolmogorov decomposition of \(d\), iff \(Y\) of (2.8) is so for \(N\).

For unbounded linear forms \(L: E \to \mathbb{C}\), Theorem 2.6 solves the classification problem for coherent states completely. We shall see in the next section that in this case \(\frac{1}{\sqrt{2}}(L(f)v + \overline{L(f)} v^*)\) is the classical part of the field operator \(\Phi_\omega(f)\) in the GNS-representation of the coherent state \(\omega\).

### §3. Integral Decompositions and GNS-Representations

In this section we stick to the assumption that the linear form \(L: E \to \mathbb{C}\), occurring in the coherence definition (Definition 1.2), is unbounded.

The one-dimensional torus \(\mathbb{T}\) (cf. (1.7)) is a compact abelian group, the dual (character) group of \(\mathbb{Z}\) (\(\mathbb{Z}\) equipped with the discrete topology). \(\mathbb{T}\) acts on \(\mathcal{W}(E)\) by means of the *-automorphisms (the gauge transformations of the first kind)

\[\tau_z(W(f)) = W(zf), \ z \in \mathbb{T}.
\]

Since \(\|(\tau_z - 1)(W(f))\| = 2\) for all \(z \neq 1\) and \(f \neq 0\), the action of these gauge transformations in the Heisenberg picture is not pointwise norm continuous. By means of the dual transformations \(\tau_z^\ast(\phi) := \phi \circ \tau_z\), \(\phi \in \mathcal{S}, \ z \in \mathbb{T}\) (Schrödinger picture) we define for given linear form \(L\) the mapping

\[j_L: \mathbb{T} \to \mathcal{S}, \ z \to \tau_z^\ast(\phi_L) := j_L(z), \quad (3.1)
\]

where \(\phi_L\) is the pure coherent state of Proposition 2.1 (a). From the characteristic functions \(C_{\phi_L}(\phi)\) (cf. (2.1)) we see that \(j_L\) is a weak*-continuous injection. The set \(M^+_E(\mathbb{T})\) of all probability measures on \(\mathbb{T}\) is a Bauer simplex,
since \( T \) is a compact Hausdorff space [1, Corollary II.4.2]. The extreme boundary \( \partial_{c}M_{+}^{1}(T) \) may be identified with \( T \), since it consists of the point measures on \( T \). For later use let us introduce for every \( \alpha \in \mathbb{C} \) the function

\[
g_{\alpha} : T \rightarrow \mathbb{C}, \ z \mapsto \exp\{i\sqrt{2}R(\alpha z)\}.
\]

Obviously \( g_{\alpha} \in C(T) \), the continuous functions on \( T \). In fact \( LH\{g_{\alpha} | \alpha \in \mathbb{C}\} \) is a subalgebra of \( C(T) \), which is invariant under complex conjugation and separates points of \( T \); thus it is norm dense in \( C(T) \) by means of the Stone-Weierstraß theorem [14, Theorem IV.10].

**Theorem 3.1.** Let \( L : E \rightarrow \mathbb{C} \) be an unbounded linear form. It follows, that there is a one-to-one correspondence between coherent states \( \omega \in \mathcal{F}_{L} \) and probability measures \( \mu \in M_{+}^{1}(T) \) such that

\[
\omega = \int_{T} \tau^{*}_{\mu}(\varphi_{L}) \, d\mu(z).
\]

(3.2)

Moreover, \( \mathcal{F}_{L} \) is a Bauer simplex with extreme boundary

\[
\partial_{c}\mathcal{F}_{L} = \{ \tau^{*}_{\mu}(\varphi_{L}) | z \in T \} = \{ \varphi_{zL} | z \in T \}.
\]

**Proof.** (a) For \( \omega \in \mathcal{F}_{L} \) consider in Theorem 2.6 equation (2.8) the spectral decomposition \( v = \int_{T} z \, dE_{d}(z) \) and obtain \( N(f) = \langle Y(0) | Y(f) \rangle = \mu(g_{L}f) \), where \( d\mu(z) = \langle w | dE_{d}(z)w \rangle \). Then by (2.7) and the gauge invariance of \( C_{F}(f) \) one gets \( C_{\omega}(f) = \int_{T} C_{L}(zf) \, d\mu(z) \). Since the affine bijection between states and characteristic functions associates \( \tau^{*}_{\mu}(\varphi_{L}) \) with \( C_{L}(zf) \), the validity of (3.2) follows.

(b) Let (3.2) be valid for some \( \mu \in M_{+}^{1}(T) \). Define on \( E \) the positive-definite function \( N(f) := \mu(g_{L}f) \). If \( \mathcal{H}_{C} := L^{2}(T, \mu) \) and \( (v)(z) := zf(z) \) and \( w(z) \equiv 1 \), then \( Y(f) \) defined by (2.8) is a (minimal) Kolmogorov decomposition of \( N \). Hence equation (2.7) of Theorem 2.6 defines a coherent state \( \omega \in \mathcal{F}_{L} \).

Since \( LH\{g_{\alpha} | \alpha \in \mathbb{C}\} \) is dense in \( C(T) \) two measures \( \mu, \rho \) agree, iff \( \mu(g_{\alpha}) = \rho(g_{\alpha}) \forall \alpha \) and from \( \langle \omega ; W(f) \rangle = C_{F}(f)\mu(g_{L}f) \) follows the uniqueness.

(c) The bijection from \( M_{+}^{1}(T) \) onto \( \mathcal{F}_{L} \) given by (3.2) is also affine and vague-weak*-continuous: \( \mu_{i} \rightarrow \mu \) in the vague topology of \( M_{+}^{1}(T) \) is equivalent to \( \mu(g_{\alpha}) \rightarrow \mu(g_{\alpha}) \forall \alpha \in \mathbb{C} \). Thus, for the associated states \( \omega_{i} \) and \( \omega \) we have

\[
C_{\omega_{i}}(f) = C_{F}(f)\mu_{i}(g_{L}f) \rightarrow C_{F}(f)\mu(g_{L}f) = C_{\omega}(f) \quad \forall f \in E,
\]

which gives \( \omega_{i} \rightarrow \omega \) in the weak*-topology. Hence \( \mathcal{F}_{L} \) is a Bauer simplex affinely isomorphic to \( M_{+}^{1}(T) \) with \( \partial_{c}\mathcal{F}_{L} \) given by the images of the point measures in \( M_{+}^{1}(T) \), which coincide with \( j_{L}(z) \), \( z \in T \). □

Of course, it also would have been possible to use Bochner's theorem for the positive-definite function \( d \) of Theorem 2.6 to get the integral decomposition
(3.2). But in the above proof, via the spectral decomposition of the unitary \( v \), we have indirectly shown the equivalence of the Kolmogorov decomposition and the decomposition due to Bochner's theorem for the \( d(k - l) = \int_\tau \alpha^{k - l} d\mu(z) = \langle v^* w | v^* w \rangle \). If the Kolmogorov decomposition of \( d \) is minimal, the support of the corresponding measure \( \mu \in \mathcal{M}^+_v(T) \) agrees with the spectrum of \( v \).

**Proposition 3.2.** Let \( L \) be unbounded. For \( \omega \in \mathcal{S}_L \) the minimal Kolmogorov decomposition \( V_\omega \) (associated with the kernel \( \exp \left\{ \frac{i}{2} \int \langle f | g \rangle \right\} C_\omega(g - f) \)) has the form

\[
V_\omega(f) = V_F(f) \otimes Y_\omega(f) \in \mathcal{H}_F \otimes \mathcal{H}_v,
\]

where \( Y \equiv Y_\omega \) given in (2.8) is chosen minimal. If \( W_\omega(\alpha) := \exp \left\{ \frac{i}{\sqrt{2}} (\alpha \omega + \alpha^{*} v^*) \right\} \), \( \alpha \in \mathbb{C} \), for the GNS-representation of \( \omega \) we have

\[
\mathcal{H}_\omega = \mathcal{H}_F \otimes \mathcal{H}_v, \quad \Omega_\omega = \Omega_1 \otimes \omega
\]

and

\[
\Pi_\omega(W(f)) = W_F(f) \otimes W_\omega(L(f)) \quad \forall f \in E,
\]

which is not continuous in \( f \in E \) with respect to the strong operator topology. If \( \mathcal{M}_v \) is the \( W^* \)-algebra generated by the \( W_\omega(\alpha) \) in \( \mathcal{H}_v \) then

\[
\mathcal{M}_\omega := \Pi_\omega(W(E))'' = \mathcal{B}(\mathcal{H}_F) \otimes \mathcal{M}_v
\]

\[
\mathcal{M}_\omega' := \Pi_\omega(W(E))' = 1_F \otimes \mathcal{M}_v,
\]

and the center is

\[
\mathcal{Z}_\omega := \mathcal{M}_\omega \cap \mathcal{M}_\omega' = 1_F \otimes \mathcal{M}_v,
\]

where \( \otimes \) denotes the \( W^* \)-tensor product introduced in [15].

**Proof.** For \( (f_n^2)_{n \in \mathbb{N}} \) of Lemma 2.4 we get for all \( \alpha \in \mathbb{C} \)

\[
s - \lim_{n \to \infty} W_F(f_n^2) \otimes W_\omega(L(f_n^2)) = 1_F \otimes W_\omega(\alpha), \quad (3.3)
\]

where the strong operator continuity of \( W_F(\cdot) : E \to \mathcal{B}(\mathcal{H}_F) \) [4, Proposition 5.2.4] and that of \( W_\omega(\cdot) : C \to \mathcal{B}(\mathcal{H}_\omega) \) has been used. Thus \( \Pi_\omega(W(\cdot)) \) is not strong operator continuous. From (3.3) and the cyclicity of \( w \) we conclude that \( \Omega_1 \otimes \mathcal{H}_v \leq LH \{ V_\omega(f) | f \in E \} \). Since \( [W_F(f) \otimes W_\omega(L(f))] \{1_F \otimes W_\omega(-L(f)) \} \)

\[
\Omega_1 \otimes w = W_F(f) \Omega_1 \otimes w \quad \text{we also find} \quad \mathcal{H}_F \otimes w \leq LH \{ V_\omega(f) | f \in E \}, \quad \text{which leads}
\]
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Now it is easy to check that \((\Pi_\omega, \mathcal{H}_\omega, \Omega_\omega)\) is the GNS-representation of \(\omega\). The rest follows again from (3.3) and the fact that \(\mathcal{M}_\omega\) is a maximal abelian von Neumann algebra on \(\mathcal{H}_\omega\) (having the cyclic vector \(w\)) and from [15, Chapter IV].

The discontinuity of \(\Pi_\omega(W(.)) : E \to \mathcal{B}(\mathcal{H}_\omega)\) for \(\omega \in \mathcal{S}_L(L\) unbounded) may be overcome by modifying \(E\) and defining a new \(C^*-\)Weyl algebra.

Let us first equip \(E\) with the new scalar product \(\langle f | g \rangle_L := \langle f | g \rangle + \overline{L(f)} \, L(g), \, f, \, g \in E\). This suggests to work with pairs \(\tilde{\xi} := f \oplus \alpha \in \overline{E} \oplus \mathbb{C}\) and to embed \(E\) therein by means of

\[
\lambda : E \to \overline{\mathcal{H}}, \, f \mapsto \lambda(f) := f \oplus L(f).
\]

Since the natural scalar product in \(\overline{\mathcal{H}}\) is \(\langle \xi | \eta \rangle_{\overline{\mathcal{H}}} = \langle f | g \rangle + \overline{\alpha} \beta\) for \(\xi = f \oplus \alpha\) and \(\eta = g \oplus \beta\) we have \(\langle \lambda(f) | \lambda(g) \rangle_{\overline{\mathcal{H}}} = \langle f | g \rangle_L \forall f, \, g \in E\) and for the sequence \((f_n)_{n \in \mathbb{N}}\) of Lemma 2.4 holds \(\lim_{n \to \infty} \| \lambda(f_n) - 0 \oplus \alpha \|_{\overline{\mathcal{H}}} = 0\), which shows that \(\overline{\mathcal{H}}\) is the completion of \(E\) with respect to \(\langle . | . \rangle_L\). Because of \(\| \lambda(f) \|_\mathcal{H} \geq \| f \| \forall f \in E\) the inverse map \(\lambda^{-1} : \lambda(E) \to E\) extends to a contraction \(\chi : \overline{\mathcal{H}} \to \overline{E}\).

In view of an extension of the Weyl algebra \(\mathcal{W}(E)\) we first introduce the nondegenerate symplectic form \(\sigma\) on \(\lambda(E)\) by \(\sigma(\lambda(f), \lambda(g)) : = \langle f | g \rangle_L \forall f, \, g \in E\), which is bounded since \(|\sigma(\xi, \eta)| \leq |\langle \chi(f) | \chi(g) \rangle| \leq \| \xi \|_\mathcal{H} \| \eta \|_\mathcal{H} \forall \xi, \eta \in \lambda(E)\). Denote by \(\sigma_{\overline{\mathcal{H}}}\) the continuous extension of \(\sigma\) to all of \(\overline{\mathcal{H}}\).

**Lemma 3.3.** It is \(\chi(f \oplus \alpha) = f \forall f \in \overline{E}, \, \alpha \in \mathbb{C}\) and

\[
\mathcal{H}_s := \ker(\chi) = \{ \xi \in \overline{\mathcal{H}} | \sigma_{\overline{\mathcal{H}}}(\xi, \eta) = 0 \forall \eta \in \mathcal{H} \} = 0 \oplus \mathbb{C}.
\]

Moreover, the positive quadratic form \(E \times E : (f, g) \mapsto \overline{L(f)} \, L(g)\) is singular (with respect to \(\langle . | . \rangle\)) and the minimal singular subspace is \(\mathcal{H}_s\).

**Proof.** Let \(f \oplus \alpha \in \overline{\mathcal{H}}\) and \((f_n)_{n \in \mathbb{N}}\) a sequence in \(E\) with \(\lim_{n \to \infty} \| \lambda(f_n) - f \oplus \alpha \|_{\overline{\mathcal{H}}} = 0\). Then \(\lim_{n \to \infty} \| f_n - f \| = 0\) and hence by the continuity of \(\chi\) one gets \(\chi(f \oplus \alpha) = \lim_{n \to \infty} \chi(\lambda(f_n)) = \lim_{n \to \infty} f_n = f\). By a similar approximation proce-
dure we obtain \( \sigma_{\mathcal{X}}(f \oplus \alpha, g \oplus \beta) = \mathcal{Z}\langle f | g \rangle \) from which \( \ker(\sigma_{\mathcal{X}}) = \ker(\chi) = 0 \oplus \mathbb{C} \) follows. Since \( \chi \) restricted to \( \mathcal{H} \oplus \mathcal{H}' \) is an unitary onto \( \overline{E} \) the form \( L(.)L(.) \) is purely singular. The latter concept is part of a theory described in [8].

Define \( \mathcal{X} := E \oplus \mathbb{C} \). We want to extend \( \mathcal{W}(E) \) to a Weyl algebra over this pre-Hilbert space \( \mathcal{X} \). Since \( \sigma_{\mathcal{X}} \) is degenerate on \( \mathcal{X} \) there is no canonical way to associate a \( \mathbb{C}^{*} \)-Weyl algebra with it, and we do this in a special way in the GNS-representations of the coherent states \( \omega \in \mathcal{F}_{L} \). For certain purposes \( \mathcal{W}(E) \) may be even extended to a Weyl algebra over \( \mathcal{X} \).

**Proposition 3.4** For \( \omega \in \mathcal{F}_{L} \) (\( \mathcal{L} \) unbounded) consider the GNS-representation of Proposition 3.2 and define for \( \xi = f \oplus \alpha \in \mathcal{X} \)

\[
W_{\omega}(\xi) := W_{\mathcal{F}}(f) \otimes W_{\omega}(\alpha) \in \mathcal{M}_{\omega} = \Pi_{\omega}(\mathcal{W}(E))^*.
\]

If \( \mathcal{A}_{\omega} \) denotes the \( \mathbb{C}^{*} \)-algebra generated by the \( W_{\omega}(\alpha), \alpha \in \mathbb{C} \), then it holds

1. \( W_{\omega}(\lambda(f)) = \Pi_{\omega}(W(f)), \) for all \( f \in E \);
2. \( W_{\omega}(\xi) = W_{\omega}(\xi') \), if \( f = f' \) and \( g_{\mu}(z) = g'_{\mu}(z) \) for \( \mu \)-almost all \( z \in \mathbb{T} \), where \( \mu \) is the measure associated with \( \omega \) according to Theorem 3.1;
3. \( W_{\omega}(\xi)W_{\omega}(\eta) = \exp \left\{ -\frac{i}{2} \sigma_{\mathcal{X}}(\xi, \eta) \right\} W_{\omega}(\xi + \eta) \) and \( W_{\omega}(\xi)^* = W(-\xi) \)

for all \( \xi, \eta \in \mathcal{X} \);
4. \( \langle \Omega_{\omega'} | W_{\omega}(\xi)\Omega_{\omega} \rangle = C_{\mathcal{F}}(f) \mu(\omega) \);
5. \( W_{\omega}(\cdot): \mathcal{X} \to \mathcal{M}_{\omega} \) is continuous in the strong operator topology;
6. \( \mathcal{L}_{\mathcal{H}} \{ W_{\omega}(\xi) | \xi \in \mathcal{X} \} = \Pi_{\omega}(\mathcal{W}(E)) \otimes \mathcal{A}_{\omega}, \) where \( \mathcal{A}_{\omega} \) is the \( \mathbb{C}^{*} \)-algebra generated by the \( W_{\omega}(\alpha), \alpha \in \mathbb{C} \)(the \( \mathbb{C}^{*} \)-tensor product is unique, \( \mathcal{A}_{\omega} \) being abelian [15, Chapter IV]);
7. \( \mathcal{L}_{\mathcal{H}} \{ W_{\omega}(\xi) | \xi \in \mathcal{X} \} = \Pi_{\omega}(\mathcal{W}(E)) \otimes \mathcal{A}_{\omega}; \)
8. \( \mathcal{L}_{\mathcal{H}} \{ W_{\omega}(\xi) | \xi \in \mathcal{X} \} = \mathcal{F}_{\omega} = \mathcal{M}_{\omega} \) (the closure in the strong operator topology);
9. Let \( \Psi_{\omega}(\xi) \) resp. \( \Phi_{\omega}(f) \) generate the unitary groups \( \{ W_{\omega}(t\xi); t \in \mathbb{R} \} \)

resp. \( \{ \Pi_{\omega}(W(tf)); t \in \mathbb{R} \} \), where \( \xi \in \mathcal{X} \) and \( f \in E \), and let \( \Phi_{\omega}(\alpha) := \frac{1}{\sqrt{2}} (\alpha v + \overline{\alpha} v^*), \alpha \in \mathbb{C} \). Then \( \mathcal{X} \ni \alpha = f \oplus \alpha \mapsto \Psi_{\omega}(\alpha) = \Phi_{\mathcal{F}}(f) \otimes 1_{v} + 1_{F} \otimes \Phi_{\omega}(\alpha) \) is continuous in the strong resolvent sense and \( \Phi_{\omega}(f) \)
\[ = \Psi_\omega(\lambda(f)), \text{ } f \in E, \text{ approximates therefore } \Psi_\omega(\zeta) \text{ for all } \zeta \in \mathcal{X}. \]

**Proof.** (i) follows from Proposition 3.2. (ii): The Fock parts are equal, if \( f = f' \). From \( \| (W_\nu(\alpha) - W_\nu(\beta)) W_\nu(\gamma) w \|^2 = 2 - 2 \Re \langle g_\alpha | g_\beta \rangle \) and the cyclicity of \( \omega \) one gets \( W_\nu(\alpha) = W_\nu(\beta) \), if \( g_\alpha = g_\beta \) \( \mu \)-almost everywhere. (iii) and (iv) follow by direct calculation and (v) by the strong operator continuity of \( E \) \( f \mapsto W_\nu(f) \) and \( C \) \( \alpha \mapsto W_\nu(\alpha) \). (vi) and (vii) one finds directly from the definition of the \( W_\nu(\zeta) \) and (viii) is immediate from Proposition 3.2 and \( W_\nu(0 \otimes x) = 1 \otimes W_\nu(x) \). (ix) follows from (i) and (v). \( \square \)

If \( s_\mu = \text{supp}(\mu) \) is the support of the measure \( \mu \in \mathcal{M}_+(\mathcal{T}) \) associated as before with \( \omega \in \mathcal{F} \), then by the spectral mapping theorem [9, Theorem 4.4.5 and Example 2.4.11] we have

\[ \mathcal{A}_\nu \cong C(s_\mu), \mathcal{H}_\nu \cong L^2(s_\mu, \mu), \mathcal{M}_\nu \cong L^\infty(s_\mu, \mu), \]

where \( d\mu(z) = \langle w | dE_v(z) w \rangle \), \( z \in \mathcal{T} \) with \( v = \int_{\mathcal{T}} zdE_v(z) \) and \( W_v(\alpha) \) gets identified with \( g_\alpha | s_\mu \) restricted to \( s_\mu \).

For some more insight into the structure of the extended Weyl algebra of Proposition 3.4 we give the following remark. In [10] there is defined a \( C^* \)-Weyl algebra \( \hat{\Lambda}(H, \sigma) \) over a (possibly degenerate) symplectic space \( (H, \sigma) \) by means of the completion with the maximal \( C^* \)-norm of the *-algebra \( \Lambda(H, \sigma) \), which in turn is algebraically generated by functions \( \delta_x \) on \( H \) \( \delta_x(z) = 1 \) and \( \delta_x(y) = 0 \) elsewhere with the product \( \delta_x \cdot \delta_y = e^{-\frac{i}{2} \sigma(z,y)} \delta_{x+y} \) and involution \( \delta_x^* = \delta_{-x} \). If there is another \( C^* \)-norm \( \| \cdot \|_0 \) on \( \Lambda(H, \sigma) \), there exists a closed *-ideal \( \mathcal{F} \) in \( \Lambda(H, \sigma) \) such that one has the quotient structure \( \Lambda(H, \sigma)^0 = \Lambda(H, \sigma)/\mathcal{F} \).

Now, if \( \omega = \int_{\mathcal{T}} \tau^*_\nu(\phi_\lambda) d\mu(\zeta) \) this gives rise to the symplectic space \( (\mathcal{K}, \sigma_\mathcal{K}) \) and the corresponding \( C^* \)-Weyl algebra \( \hat{\Lambda}(\mathcal{K}, \sigma_\mathcal{K}) \). With \( \hat{C}(f \otimes \phi_\lambda) := C\hat{\mathcal{F}}(f) \mu(g_\lambda) \) is associated a positive-definite kernel \( \mathcal{K} \times \mathcal{K} \varphi \implies \exp \left\{ \frac{i}{2} \sigma(x, y) \right\} \)

\[ \hat{C}(\eta - \xi), \text{ which by [10] defines a state } \hat{\omega} \text{ on } \hat{\Lambda}(\mathcal{K}, \sigma_\mathcal{K}) \text{ with } \hat{\omega}(\delta_x) = \hat{C}(\xi) \forall \xi \in \mathcal{K}. \]

Obviously \( \hat{\omega} \) is an extension of \( \omega \), its GNS-representation is given by \( \hat{\mathcal{H}}_\sigma = \mathcal{H}_\nu, \Omega_\sigma = \Omega_\nu \) and \( \Pi_\sigma(\delta_x) = W_\nu(\xi), \xi \in \mathcal{K} \). The representation \( \Pi_\sigma \) defines a \( C^* \)-or a \( C^* \)-half-norm on \( \hat{\Lambda}(\mathcal{K}, \sigma_\mathcal{K}) \), the completion of which is \( \mathcal{W}(E) \otimes \mathcal{G}(s_\mu) \) the \( C^* \)-algebra of Proposition 3.4 (vi). If \( \mu \) is the Haar measure on \( \mathcal{T} \), then one gets \( \mathcal{W}(E) \otimes \mathcal{G}(\mathcal{T}) \). Each \( \omega \in \mathcal{F}_\mathcal{K} \) can be extended to an \( \hat{\omega} \) on \( \mathcal{W}(E) \otimes \mathcal{G}(\mathcal{T}) \) so that \( \hat{\omega}(W(f) \otimes g_\lambda) = C\hat{\mathcal{F}}(f) \mu(g_\lambda) \) and the algebras \( \mathcal{W}(E) \otimes \mathcal{G}(s_\mu) \) can be obtained as the quotient of \( \mathcal{W}(E) \otimes \mathcal{G}(\mathcal{T}) \) with the closed *-ideal \( \mathcal{W}(E) \otimes \mathcal{G}_\mathcal{K}(\mathcal{T}\setminus s_\mu) (C_\mathcal{K}(X) \text{ denotes the continuous functions vanishing at infinity}).
In order to analyze further the decomposition of \( \omega \in \mathcal{S}_L \) by means of the measure \( \mu \in M^1_\mu (\mathcal{T}) \), which is described in Theorem 3.1, let us transfer \( \mu \) to a regular Borel measure \( \mu_\omega \in M^1_\mu (\mathcal{S}) \) on the state space \( \mathcal{S} \) (equipped with the weak*-topology) by setting

\[
\mu_\omega (B) := \mu (j_L^{-1}(B)) \quad \text{for each Borel set } B \subseteq \mathcal{S},
\]

where \( j_L \) is from (3.1). Since \( \mathcal{T} \) is compact and \( j_L \) continuous, \( j_L (\mathcal{T}) = \partial_\varepsilon \mathcal{S}_L \) is weak*-compact an \( \mu_\omega \) is supported by \( \partial_\varepsilon \mathcal{S}_L \). Every \( \mu \)-measurable function \( h : \mathcal{T} \to \mathbb{C} \) is transferred to a \( \mu_\omega \)-measurable function \( \hat{h} : \mathcal{S} \to \mathbb{C} \) by setting \( \hat{h} (\phi) = 0 \) if \( \phi \notin \partial_\varepsilon \mathcal{S}_L \) and \( \hat{h} (\phi) = h (z) \) if \( \phi = \varphi_{zL}, \ z \in \mathcal{T} \). In this way \( L^p(\mathcal{T}, \mu) \) and \( L^p(\mathcal{S}, \mu_\omega) \) can be identified for every \( p \in [1, \infty] \).

**Proposition 3.5.** For \( \omega \in \mathcal{S}_L \) (\( L \) unbounded) the measure \( \mu_\omega \) of (3.2) and (3.4) is its central measure.

**Proof.** The Tomita map \( k_\omega : L^\infty (\mathcal{S}, \mu_\omega) \to \mathcal{M}_\omega \) for \( \mu_\omega \in M^1_\mu (\mathcal{S}) \) is uniquely defined by (cf. [4, Lemma 4.1.21])

\[
\langle \Omega_\omega | k_\omega (F) \Pi_\omega (A) \Omega_\omega \rangle = \int_{\mathcal{S}} F (\phi) \langle \phi : A \rangle d \mu_\omega (\phi) \quad \forall F \in L^\infty (\mathcal{S}, \mu_\omega) \quad \forall A \in \mathcal{W} (E).
\]

For any \( f \in E \) and \( \alpha \in \mathbb{C} \) we calculate

\[
\langle \Omega_\omega | W_\omega (0 \oplus \alpha) \Pi_\omega (W (f)) \Omega_\omega \rangle = \langle \Omega_\omega | W_\omega (f) \otimes W_\omega (L (f) + \alpha) \Omega_\omega \rangle
\]

\[
= C_F (f) \mu (g_{L (f)} + \alpha)
\]

\[
= \int_{\mathcal{T}} g_\alpha (z) \langle \varphi_{zL} ; W (f) \rangle d \mu (z)
\]

\[
= \int_{\mathcal{S}} \hat{g}_\alpha (\phi) \langle \phi ; W (f) \rangle d \mu_\omega (\phi).
\]

Replacing \( W (f) \) by linear combinations of Weyl operators and performing limits in the norm of \( \mathcal{W} (E) \) we obtain

\[
k_\omega (\hat{g}_\alpha) = W_\omega (0 \oplus \alpha) \quad \forall \alpha \in \mathbb{C}.
\]

Obviously \( k_\omega \) is a *-homomorphism on \( N_L := LH \{ \hat{g}_\alpha | \alpha \in \mathbb{C} \} \). Since \( N_L \) is \( \sigma (L^\infty, L^1) \)-dense in \( L^\infty (\mathcal{S}, \mu_\omega) \) we conclude from the continuity property of \( k_\omega \) [4, Lemma 4.1.21] that it is a *-homomorphism from \( L^\infty (\mathcal{S}, \mu_\omega) \) onto the smallest abelian von Neumann algebra in \( \Pi_\omega (\mathcal{W} (E))' \) which contains all \( W_\omega (0 \oplus \alpha), \ \alpha \in \mathbb{C} \). Now the assertion follows from [4, Proposition 4.1.22] and Proposition 3.4 (viii). \( \square \)

If \( E \) is separable, each state \( \varphi = \varphi_{zL} \in \text{supp} (\mu_\omega) \subseteq \partial_\varepsilon \mathcal{S}_L \) has the GNS-representation \( (\Pi_\varphi, \mathcal{H}_F, \Omega_F) \) with \( \Pi_\varphi (W (f)) = \exp \{ i \sqrt{2} \Re (z L (f)) \} W_\varphi (f) \) and
separable Fock space $\mathcal{F}_F$. Then the direct integral exists and by Effros' theorem [4, Theorem 4.4.9] we get a spatial decomposition of the GNS-representation of $\omega$

$$(\Pi_{\omega}, \mathcal{F}_\omega, \Omega_\omega) = \int_{\mathcal{F}} (\Pi_{\varphi}, \mathcal{F}_\varphi, \Omega_\varphi) \, d\mu_\omega(\varphi).$$

Let us still draw some further conclusions from the described decomposition of coherent states.

**Proposition 3.6.** Let $L$ be unbounded. Then:

(a) For each $\omega \in \mathcal{F}_L$ there is a unique maximal measure $\mu \in M^*_\omega(\mathcal{F})$ such that $\omega = \int_{\mathcal{F}} \varphi \, d\mu(\varphi)$, namely the central measure $\mu = \mu_\omega$. Moreover, in Proposition 2.1 (d) we have the implications (i) $\Leftrightarrow$ (ii) $\Leftrightarrow$ (iii) $\Leftrightarrow$ (iv) $\Leftrightarrow$ (v).

(b) $\mathcal{F}_L$ is a face of $\mathcal{F}$.

**Proof.** (a) follows from $\mathcal{M}_\omega = \mathcal{F}_\omega$ and [15, Lemma IV. 6.26] and the fact that the only pure and only primary states of $\mathcal{F}_L$ are in $\partial_\mathcal{F} \mathcal{F}_L = \{\varphi_{zL} | z \in \mathbb{T}\}$.

(b) If $\omega = \lambda \varphi_1 + (1 - \lambda)\varphi_2$, $\omega \in \mathcal{F}_L$, $\varphi_1, \varphi_2 \in \mathcal{F}$ and $0 < \lambda < 1$, then find two maximal measures $\mu_1, \mu_2 \in M^*_\omega(\mathcal{F})$ decomposing $\varphi_1$ and $\varphi_2$ (see e.g. [4, Proposition 4.1.3] for the existence). Then $\mu = \lambda \mu_1 + (1 - \lambda)\mu_2$ is a maximal measure (cf. [4, Proposition 4.1.14]), which decomposes $\omega$, and is equal to the central measure according to the reasoning in (a). Consequently $\text{supp}(\mu_1) \subseteq \partial_\mathcal{F} \mathcal{F}_L$ for $k \in \{1, 2\}$, and therefore $\varphi_1, \varphi_2 \in \mathcal{F}_L$.

Altogether the foregoing mathematical analysis provides a detailed picture how a classical collective structure arises from the coherence condition with unbounded linear form $L$. For all such $L$'s there shows up exactly one macroscopically occupied mode with a classical (central) phase observable. Giving this phase fluctuation free values is the only way to decompose the given coherent state into pure quantum states. If the considered bosons are photons then classical fields in the GNS-representations give an indication, how classical optics may be founded by quantum optics, a view which is also supported by the examples in [12].
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**Appendix**

We collect here some basic notions and facts on positive-definite kernels and
apply this to the characteristic functions of states on the Weyl algebra.

Restricting the definition of [5] to the complex valued kernels we call a mapping $K: X \times X \to \mathbb{C}$ a positive-definite kernel, if for all $n \in \mathbb{N}$, all $x_1, \ldots, x_n \in X$, $X$ being an arbitrary set, and all $z_1, \ldots, z_n \in \mathbb{C}$

$$\sum_{i,j=1}^{n} \overline{z_i} z_j K(x_i, x_j) \geq 0. \quad (A.1)$$

A Kolmogorov decomposition of the positive-definite kernel $K$ is defined to be a mapping $V: X \to \mathcal{H}_V$, where $\mathcal{H}_V$ is a (not further specified) Hilbert space, such that

$$K(x, y) = \langle V(x)|V(y) \rangle \quad \forall x, y \in X. \quad (A.2)$$

On the other hand (A.2) implies positive-definiteness of the kernel $K$. A Kolmogorov decomposition is called minimal, if

$$\mathcal{H}_V = \overline{\{V(x)|x \in X\}}. \quad (A.3)$$

For every positive-definite kernel there exists a minimal Kolmogorov decomposition. If $V: X \to \mathcal{H}_V$ and $V': \mathcal{H}_V'$. are Kolmogorov decompositions of $K$ and $V$ is minimal, then there is a unique isometry $U: \mathcal{H}_V \to \mathcal{H}_V'$, such that $V'(x) = UV(x) \forall x \in X$. If $V'$ is also minimal, then $U$ is unitary.

Let be $\mathcal{G}$ a group, then $T: \mathcal{G} \to \mathbb{C}$ is called a positive-definite function, if $K(g, g') := T(g^{-1}g')$ constitutes a positive-definite kernel $\mathcal{G} \times \mathcal{G} \to \mathbb{C}$. In this case the Kolmogorov decompositions of $K$ are given by vectors $V(g) = \Pi(g)w \in \mathcal{H}_V$, where $w \in \mathcal{H}_V$ and $\Pi$ is a unitary representation of $\mathcal{G}$ on $\mathcal{H}_V$.

If $K_{1/2}: X \times X \to \mathbb{C}$ are two positive-definite kernels with Kolmogorov decompositions $V_{1/2}: X \to \mathcal{H}_{1/2}$, then $X \ni x \mapsto V_1(x) \otimes V_2(x)$ gives a Kolmogorov decomposition of the positive-definite kernel $K_1(x, y)K_2(x, y): X \times X \to \mathbb{C}$. It is in general not minimal, even if the $V_{1/2}$ are so.

For every state $\phi \in \mathcal{S}$ on the Weyl algebra $\mathcal{W}(E)$ with the characteristic function $C_\phi: E \to \mathbb{C}$, the mapping $E \times E \ni (f, g) \mapsto \exp \left\{ \frac{i}{2} \Im \langle f|g \rangle \right\} C_\phi(g - f)$ is a positive-definite kernel. If $V_\phi: E \to \mathcal{H}_\phi$ is the corresponding minimal Kolmogorov decomposition, then one checks immediately (compare [5, p.44]) that $V_\phi(\cdot + g)\exp \left\{ \frac{i}{2} \Im \langle \cdot |g \rangle \right\}$ is also one. Thus the mappings $W_\phi(\cdot): V_\phi(\cdot) \mapsto V_\phi(\cdot + g)\exp \left\{ \frac{i}{2} \Im \langle \cdot |g \rangle \right\}$ extend to a unique family of unitaries on $\mathcal{H}_\phi$, which satisfy the Weyl commutation relations, and by (A.3) is cyclic with respect to the vector $\Omega_\phi := V_\phi(0)$. By Slawny's theorem (the uniqueness of the Weyl algebra up to *-isomorphism) and since $\langle \Omega_\phi|W_\phi(f)\Omega_\phi \rangle = C_\phi(f)$ we have a realization of the
GNS-representation \((\Pi_{\varphi}, \mathcal{H}_{\varphi}, \Omega_{\varphi})\) of \(\mathcal{W}(E)\) corresponding to \(\varphi\), and \(\Pi_{\varphi}(W(f)) = W_{\varphi}(f) \forall f \in E\). This shows that to every function \(C\) in \(C(E)\) (defined in the Introduction) there corresponds a unique state \(\varphi \in \mathcal{S}\), which is constructively given by the cyclic vector in the minimal Kolmogorov decomposition of \(C\).
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