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§ 1. Introduction

L. D. Landau studied a so-called weakly coupled gas to analyze the time evolution of a plasma and derived an equation for the one particle density from the Boltzmann equation of Coulomb molecules (see Balescu [1] and also Lifshitz and Pitaevskii [12]). Inspired by his work, in this paper, we shall discuss the diffusion approximation of the Boltzmann equation of spatially homogeneous Maxwellian molecules by applying probabilistic methods.

Landau saw through the importance of distant encounters for the charged particles. At large distances, the particles are deflected with only a slight change in their velocities. This suggests that the collisions except for small changes in velocities may be neglected. Accordingly, he derived a nonlinear diffusion equation which is called the Landau equation now. An infinite gas of molecules with the rather idealized type of interaction described above is called a weakly coupled gas. Spohn [17] discussed these matters from the mathematical view point.

The Boltzmann equation governs the time evolution of the one particle density \( u(t, x), \ (t, x) \in (0, \infty) \times \mathbb{R}^3 \), of a dilute gas where \( x \) is the velocity of the particle. In the case of spatially homogeneous Maxwellian molecules, the equation has a simple form:
\begin{equation}
\frac{\partial u}{\partial t}(t, x) = \int_{(0, \pi) \times (0, 2\pi) \times \mathbb{R}^3} \{u(t, x^*) u(t, y^*) - u(t, x) u(t, y)\} Q(d\theta) d\phi dy, \quad (t, x) \in (0, \infty) \times \mathbb{R}^3,
\end{equation}

where \( Q \) is a measure on \((0, \pi)\) which characterizes the collision of particles and satisfies \( \int_0^\pi \theta Q(d\theta) < \infty \). The two values \( x^* \) and \( y^* \) stand for the velocities of particles after collision and are given by the following formula:

\begin{equation}
\begin{cases}
x^* = x \cos \frac{\theta}{2} + y \sin \frac{\theta}{2} + \frac{1}{2} e(\phi) |x - y| \sin \theta \\
y^* = x \sin \frac{\theta}{2} + y \cos \frac{\theta}{2} - \frac{1}{2} e(\phi) |x - y| \sin \theta,
\end{cases}
\end{equation}

\((x, y, \theta, \phi) \in \mathbb{R}^3 \times \mathbb{R}^3 \times (0, \pi) \times (0, 2\pi),\)

where \( e(\phi) = e(\phi; x, y) \in \mathbb{R}^3, \phi \in (0, 2\pi) \), are unit vectors which are perpendicular to \( x - y \) and satisfy that

\[ |x - y| \frac{de(\phi)}{d\phi} = (x - y) \times e(\phi) \]

\((= \text{outer product of } x - y \text{ and } e(\phi)), \phi \in (0, 2\pi).\)

We consider, instead of (1.1), its weak version:

\begin{equation}
\frac{d}{dt} \langle u(t), \psi \rangle = \int_{(0, \pi) \times \mathbb{R}^3 \times \mathbb{R}^3} G(x, y, \theta; \psi) Q(d\theta) u(t, dx) u(t, dy), \psi \in C_0^\infty(\mathbb{R}^3), t \geq 0,
\end{equation}

where \( C_0^\infty(\mathbb{R}^3) \) is the space of real valued \( C^\infty \)-functions on \( \mathbb{R}^3 \) with compact supports,

\[ G(x, y, \theta; \psi) = \int_0^{2\pi} \{\psi(x^*) - \psi(x)\} d\phi \]

and \( \langle u(t), \psi \rangle \) represents the integral of \( \psi \) with respect to a probability measure solution \( u(t) = u(t, dx) \). Denote by \( \mathcal{P}_2 \) the space of probability distributions \( f \) on \( \mathbb{R}^3 \) satisfying \( \int_{\mathbb{R}^3} |x|^2 f(dx) < \infty \). Then probabilistic methods guarantee the solvability of the equation (1.3) with an initial value \( f \in \mathcal{P}_2 \) (see Section 2 and Tanaka [20], [21]). The solution \( u(t) = T_t f \) defines a nonlinear semigroup on the space \( \mathcal{P}_2 \). The operator \( T_t \)
is determined by the measure $Q$ so that we denote it by $T_t(Q)$.

After the idea of Landau, for $0 < \varepsilon < 1$, we consider transformations of the time $t$ and the measure $Q$: $t \rightarrow \varepsilon^{-2} t$ and $Q \rightarrow \varepsilon Q$, where $Q_\varepsilon$ is a measure on $(0, \pi)$ defined by $Q_\varepsilon(B) = Q(\varepsilon^{-1} B \cap (0, \pi))$ for every Borel subset $B$ of $(0, \pi)$. According to the transformation, we have a non-linear semigroup \{\(T^*_t; t \geq 0\)\} on the space $\mathcal{P}_2$ defined by \(T^*_t = T_{t^\varepsilon}(Q_\varepsilon)\) and the Boltzmann equation turns into

\[
\frac{d}{dt} \langle u^\varepsilon(t), \psi \rangle = \varepsilon^{-2} \int_{(0, \pi) \times \mathbb{R}^3 \times \mathbb{R}^3} G(x, y, \theta; \psi) \times Q_\varepsilon(d\theta) u^\varepsilon(t, dx) u^\varepsilon(t, dy), \psi \in C^\infty_0(\mathbb{R}^3), t \geq 0,
\]

where $u^\varepsilon(t) = T^*_t f$. We note that, as $\varepsilon \rightarrow 0$, the collisions per unit time interval increase, but, on the other hand, the change of the velocity of a particle in a collision becomes small. The problem is to determine an equation which governs the time evolution of the limit: $\lim_{\varepsilon \downarrow 0} T^*_t f, f \in \mathcal{P}_2$.

We now introduce the Landau equation of spatially homogeneous Maxwellian molecules:

\[
\frac{\partial u}{\partial t}(t, x) = \frac{1}{2} \sum_{i,j=1}^3 \frac{\partial^2}{\partial x_i \partial x_j} \{a_{ij}(x, u(t)) u(t, x)\} - \sum_{i=1}^3 \frac{\partial}{\partial x_i} \{b_i(x, u(t)) u(t, x)\}, (t, x) \in (0, \infty) \times \mathbb{R}^3, x = (x_i)_{i=1}^3,
\]

where $u(t)$ is a probability distribution on $\mathbb{R}^3$ with density $u(t, x)$ relative to the Lebesgue measure $dx$ and where

\[
a(x, u) = \{a_{ij}(x, u)\}_{i,j=1}^2 = \int_{\mathbb{R}^3} a(x - y) u(dy),
\]

\[
a(x) = \{a_{ij}(x)\}_{i,j=1}^2 = \{a(\delta_{ij} | x|^2 - x_i x_j)\}_{i,j=1}^2,
\]

\[
b(x, u) = \{b_i(x, u)\}_{i=1}^3 = \int_{\mathbb{R}^3} b(x - y) u(dy),
\]

\[
b(x) = \{b_i(x)\}_{i=1}^3 = -2\alpha x, (x, u) \in \mathbb{R}^3 \times \mathcal{P}_2,
\]

with some positive $\alpha$. This is a kind of nonlinear diffusion equation and its weak version is given by

\[
\frac{d}{dt} \langle u(t), \psi \rangle = \langle u(t), \mathcal{J}_{u(t)} \psi \rangle, \psi \in C^\infty_0(\mathbb{R}^3), t \geq 0,
\]
where
\[ \mathcal{L}_u = \frac{1}{2} \sum_{i,j=1}^{3} \alpha_{ij}(x, u) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^{3} b_i(x, u) \frac{\partial}{\partial x_i}, \quad u \in \mathcal{D}^2. \]

Similarly to the case of the Boltzmann equation, we can solve the equation (1.6) with an initial value \( f \in \mathcal{D}_2 \) by using probabilistic methods. The solution \( u(t) = U_t f \) defines a nonlinear semigroup on the space \( \mathcal{D}_2 \).

The main object of this paper is to show that \( U_t f = \lim_{\varepsilon \to 0} T^\varepsilon_t f \) holds for \( f \in \mathcal{D}_2 \) where \( \{U_t\} \) is the nonlinear semigroup defined by (1.6) with \( \alpha = \pi \int_0^1 \theta^2 Q(d\theta) \). To prove this, we construct a jump type Markov process \( \{X^\varepsilon(t)\} \) on \( \mathbb{R}^d \) associated with (1.4) and also a diffusion process \( \{X(t)\} \) on \( \mathbb{R}^3 \) associated with (1.6). We show that \( X^\varepsilon(\cdot) \) converges weakly to \( X(\cdot) \) as \( \varepsilon \) tends to 0 which implies the convergence of the nonlinear semigroup immediately. This kind of limit theorem for Markov processes was studied well in the cases with linear infinitesimal generators by several authors (see, e.g., Kurtz [10] and Skorohod [16]). Our limit theorem is a nonlinear analogue of a part of these results.

In Section 2, we summarize known results about an associated Markov process with the Boltzmann equation and the Landau equation. Section 3 is devoted to giving estimates on the function \( G(x, y, \theta; \psi) \) and solutions of stochastic differential equations with respect to Poisson point processes. The proof of the limit theorem will be given in Section 4. The scaling law for the measure \( Q \) will be generalized when the initial distribution \( f \) satisfies \( \int_{\mathbb{R}^4} |x|^p f(dx) < \infty \) with some \( p > 2 \). Properties of the diffusion process associated with the Landau equation will be discussed in Section 5. Finally in Section 6, we refer to similar problems about the one-dimensional analogous model.

The author wishes to express his thanks to Professor H. Tanaka for valuable comments.

§ 2. Notations, Associated Markov Processes and Statement of the Main Result

In this section we first fix notations to be used throughout this paper and then summarize known results about an associated Markov process.
with the Boltzmann equation. We also investigate briefly an associated diffusion process with the Landau equation. Finally, we state the main result of the present paper.

(1) Notations. (i) For \( \mathbb{R}^3 \)-valued two random variables \( X \) and \( Y \) on possibly different probability spaces, we mean by \( X \sim Y \) the equivalence in law. We also denote by \( X \sim f \) when the probability distribution of \( X \) on \( \mathbb{R}^3 \) is given by \( f \).

(ii) Let \( C = C([0, \infty), \mathbb{R}^3) \) and \( D = D([0, \infty), \mathbb{R}^3) \) be the space of \( \mathbb{R}^3 \)-valued continuous functions on \([0, \infty)\) and that of \( \mathbb{R}^3 \)-valued right continuous functions on \([0, \infty)\) having left limits, respectively. We denote by \( X_t = X_t(w) \) the value \( w(t) \) of \( w \in D \) at \( t \in [0, \infty) \). We set \( \mathcal{B}^c \) and \( \mathcal{B}^r \), \( 0 \leq t < \infty \), the smallest \( \sigma \)-fields on the space \( C \) generated by \( \{X_s; 0 \leq s < \infty\} \) and \( \{X_s; 0 \leq s \leq t\} \), respectively. In a similar way, \( \sigma \)-fields \( \mathcal{B}^p \) and \( \mathcal{B}^f \), \( 0 \leq t < \infty \), are introduced on the space \( D \). In the spaces \( C \) and \( D \), we consider the \( U \)-topology, i.e., the topology given by the uniform convergence on each bounded interval of \([0, \infty)\) and the \( S \)-topology, i.e., the Skorohod topology (see Billingsley [3]), respectively. Then it is well-known that \( C \) and \( D \) are Polish spaces (i.e., completely metrizable and separable spaces) and \( \mathcal{B}^c \) and \( \mathcal{B}^p \) coincide with the topological Borel fields of \( C \) and \( D \), respectively. Occasionally we also consider the \( U \)-topology on the space \( D \) so that we sometimes denote \( D \) by \( \mathcal{D}_U \) or \( D_U \) to make its topology precise. We note that the space \( D_U \) is not separable.

(iii) Let \( \mathcal{P}_p = \mathcal{P}_p(\mathbb{R}^d) \), \( 2 \leq p < \infty \), be a family of Borel probability distributions \( f \) on \( \mathbb{R}^d \) which satisfy

\[
\|f\|_p = \left\{ \int_{\mathbb{R}^d} |x|^p f(dx) \right\}^{1/p} < \infty
\]

The space \( \mathcal{P}_p \) has a metric \( \rho_p \) defined by

\[
\rho_p(u_1, u_2) = \inf \left\{ \int_{\mathbb{R}^d} |x - y|^p u(dx dy) \right\}^{1/p}, \quad u_1, u_2 \in \mathcal{P}_p,
\]

where the infimum is taken over all Borel probability measures \( u \) on \( \mathbb{R}^d \) which satisfy \( u(B \times \mathbb{R}^d) = u_1(B) \) and \( u(\mathbb{R}^d \times B) = u_2(B) \) for every Borel subset \( B \) of \( \mathbb{R}^d \). When \( p = 2 \), we denote \( \| \cdot \|_2 \) and \( \rho_2(\cdot, \cdot) \) simply by \( \| \cdot \| \)
and $\rho(\cdot, \cdot)$, respectively. For $f \in \mathcal{P}_3$, we set

$$m(f) = \{m_i(f)\}_{i=1}^3 = \int x f(dx) \quad (= \text{the mean vector of } f),$$

$$\sigma(f) = \{\sigma_{ij}(f)\}_{i,j=1}^3 = \left\{ \int (x_i - m_i(f)) (x_j - m_j(f)) f(dx) \right\}_{i,j=1}^3$$

($= \text{the covariance matrix of } f$),

$$v(f) = \frac{1}{3} \sum_{i=1}^3 \sigma_{ii}(f),$$

and

$$e(f) = \rho^*(f, g_f),$$

where $g_f$ is the Gaussian distribution on $\mathbb{R}^3$ with mean vector $m(f)$ and covariance matrix $v(f) \cdot I (I = 3 \times 3$-identity matrix$)$.

(iv) For probability distributions $P_1$ and $P_2$ on the space $(D, \mathcal{B}^D)$, we put

$$\bar{\rho}_{p,T}(P_1, P_2) = \inf \left\{ \int_{D \times D} \sup_{0 \leq s \leq T} |w(t) - w'(t)|^p P(dw'dw) \right\}^{1/p},$$

$p \geq 2, T < \infty$,

where the infimum is taken over all probability measures $P$ on $(D \times D, \mathcal{B}^D \times \mathcal{B}^D)$ which satisfy $P(B \times D) = P_1(B)$ and $P(D \times B) = P_2(B)$ for every $B \in \mathcal{B}^D$. When $p = 2$, we denote $\bar{\rho}_{p,T}(\cdot, \cdot)$ simply by $\bar{\rho}_T(\cdot, \cdot)$.

(v) Let $B([0, \infty), \mathcal{D}_p)$ and $C([0, \infty), \mathcal{D}_p)$, $2 \leq p < \infty$, be the space of $\mathcal{D}_p$-valued Borel measurable functions $u(t)$ on $[0, \infty)$ satisfying

$$\sup_{t \leq T} \|u(t)\|_p < \infty$$

for every $T < \infty$ and that of $\mathcal{D}_p$-valued continuous functions on $[0, \infty)$, respectively. For $u(\cdot) \in B([0, \infty), \mathcal{D}_p)$ and $T < \infty$, we set

$$\|u(\cdot)\|_{[T, \infty]} = \sup_{t \leq T} \|u(t)\|.$$

(2) Associated Markov process with the Boltzmann equation.

Let $Q$ be a Borel measure on $(0, \pi)$ satisfying $\int_0^\pi \theta Q(d\theta) < \infty$. We set $S = (0, \pi) \times (0, 2\pi) \times (0, 1)$, $S_t = (0, t] \times S$ and $a(x, y, \theta, \phi) = x^* - x$. Let $\tilde{N} = N(ds d\theta d\phi d\alpha)$ be a Poisson random measure on $(0, \infty) \times S$ with intensity measure $\tilde{\mathcal{N}} = dsQ(d\theta) d\phi d\alpha$.

For $f \in \mathcal{P}_3$, we consider the following stochastic differential equation:
DIFFUSION APPROXIMATION

\begin{equation}
X(t) = X(0) + \int_s^t a(X(s^-), Y(s^-, \alpha), \theta, \phi) N(ds \theta d\phi d\alpha), \quad \text{under the condition that } \{Y(t, \alpha); t \geq 0\} \text{ is a right continuous } \mathbb{R}^d \text{-valued stochastic process defined on a probability space } \{(0,1), d\alpha\} \text{ and satisfies } Y(t, \cdot) \sim X(t) \text{ for each } t \geq 0. \end{equation}

The following two propositions are due to Tanaka [20].

**Proposition 2.1.** (i) On a suitable probability space \( \{\Omega, \mathcal{F}, P\} \) with an increasing family \( \{\mathcal{F}_t; t \geq 0\} \) of sub-\( \sigma \)-fields of \( \mathcal{F} \) we can construct an \( \mathcal{F}_t \)-adapted Poisson random measure \( N \) (i.e., \( N(B) \) is \( \mathcal{F}_t \)-measurable for each \( t \) and Borel subset \( B \) of \( S_t \)) with intensity measure \( \bar{N} \) so that (2.1) has an \( \mathcal{F}_t \)-adapted integrable solution \( X(t) \), i.e., a solution which satisfies \( \mathbb{E}[\sup_{0 \leq s \leq t} |X(s)|] < \infty \) for each \( t \geq 0 \).

(ii) The uniqueness in the law sense holds for integrable solutions of (2.1), that is, the probability law on \( D \) of any integrable solution of (2.1) is uniquely determined by \( f \).

(iii) The solution \( X(t) \) has the Markov property in the sense of McKean [13].

We denote by \( u(t) = T_t f \) the probability distribution of the integrable solution \( X(t) \) of (2.1).

**Proposition 2.2.** (i) If the initial distribution \( f \) belongs to the space \( \mathcal{P}_p(\mathbb{R}^d; p \geq 2) \), then \( u(\cdot) \) belongs to the space \( \mathcal{B}([0, \infty), \mathcal{P}_p) \).

(ii) The distribution \( u(t) \) solves the equation (1.3) and \( \{T_t; t \geq 0\} \) becomes a nonlinear semigroup on \( \mathcal{P}_p \).

(iii) For every \( t \geq 0 \), we have
\[ m(u(t)) = m(f) \quad \text{and} \quad \|u(t)\| = \|f\|. \]

(iv) The nonlinear semigroup \( \{T_t\} \) on \( \mathcal{P}_p \) is non-expansive with respect to the metric \( \rho \):
\[ \rho(T_tf_1, T_tf_2) \leq \rho(f_1, f_2), \quad t \geq 0, \quad f_1, f_2 \in \mathcal{P}_p. \]

(v) As \( t \to \infty \), \( e(T_tf) \) decreases to 0.
The stochastic process \( X(t) \) constructed as the integrable solution of (2.1) is called an associated Markov process with the Boltzmann equation (1.3). We also consider, for given \( f \in \mathcal{D}_2 \) and \( u(\cdot) \in B([0, \infty), \mathcal{D}_2) \), the following stochastic differential equation:

\[
\begin{align*}
X(t) &= X(0) + \int_{s}^{t} a(X(s), Y(s, \alpha), \theta, \phi) N(ds d\theta d\phi d\alpha) \\
Y(t, \cdot) &\sim u(t), t \geq 0, \\
X(0) &\sim f.
\end{align*}
\]

(2.2) A unique integrable solution \( X(t) \) of (2.2) exists in a similar sense to the equation (2.1). The probability distribution on \( D \) of \( X(t) \) is uniquely determined by \( f, u(\cdot) \) and \( Q \) so that we sometimes denote it by \( P(f, u(\cdot), Q) \).

(3) **Associated diffusion process with the Landau equation.** Let \( \{\mathcal{K}_u; u \in \mathcal{D}_2\} \) be a family of differential operators introduced in Section 1. For \( f \in \mathcal{D}_2 \), we consider the following martingale problem (2.3) with respect to a probability measure \( P \) on \( (C, \mathcal{B}_c) \).

\[
\begin{align*}
(\text{i}) & \quad \text{Denoting by } \overline{u}(t) \text{ the distribution of } X_t \text{ under } P \text{ (i.e., } \overline{u}(t, B) = P(X_t \in B) \text{ for every Borel subset } B \text{ of } \mathbb{R}^3), \\
(\text{ii}) & \quad \overline{u}(0) = f, \\
(\text{iii}) & \quad \text{For every } \psi \in C^\infty_c(\mathbb{R}^3), \psi(X_t) - \int_0^t \mathcal{K}_u(\psi(X_s)) ds \text{ is a martingale relative to } (P, \{\mathcal{B}_c^t; t \geq 0\}).
\end{align*}
\]

(2.3) The existence of a solution to the martingale problem (2.3) can be shown by applying the result of Funaki [5]. To prove the uniqueness, let \( \overline{u}(t) \) be the distribution of \( X_t \) under some solution \( P \) to the martingale problem (2.3). Then the condition (iii) proves that

\[
\begin{align*}
m(\overline{u}(t)) &= m(f), \quad v(\overline{u}(t)) = v(f), \\
\sigma(\overline{u}(t)) &= v(f) \cdot I + \{\sigma(f) - v(f) \cdot I\} \exp(-6\alpha t), \quad \text{for every } t \geq 0.
\end{align*}
\]

(2.4) In fact, (2.4) can be proved by showing that

\[
\frac{d}{dt} E^P[X_t] = 0, \quad \frac{d}{dt} E^P[|X_t|^2] = 0.
\]
\[ \frac{d}{dt} E^P[X_t(t)X_j(t)] = 6\alpha\{m_i(f)m_j(f) + \delta_{ij}v(f) - E^P[X_t(t)X_j(t)]\}, 1 \leq i, j \leq 3, \]

where \( E^P[\cdot] \) means the expectation relative to \( P \) and \( X_t(t) \) is the \( i \)-th component of \( X_t \). Noting that

\[ \begin{align*}
\alpha(x, u) &= \alpha(x - m(u)) + 3\alpha v(u) \cdot \mathbf{1} - \alpha \sigma(u), \\
b(x, u) &= b(x - m(u)),
\end{align*} \]

we see that the functions \( \alpha(t, x) = \alpha(x, \overline{u}(t)) \) and \( b(t, x) = b(x, \overline{u}(t)) \) are determined only by \( f \). The probability measure \( P \) solves the following martingale problem:

\[ (i) \quad P(X_0 \in B) = f(B) \text{ for every Borel subset } B \text{ of } \mathbb{R}^3, \]

\[ (ii) \quad \text{For every } \psi \in C^\infty_0(\mathbb{R}^3), \psi(X_t) - \int_0^t \mathcal{A}_f \psi(X_s) ds \text{ is a martingale relative to } (P, \{\mathcal{F}_t^P; t \geq 0\}), \]

where

\[ \mathcal{A}_f = \frac{1}{2} \sum_{i,j=1}^3 a_{ij}(s, x) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^3 b_i(s, x) \frac{\partial}{\partial x_i}. \]

Since the nonnegative square root of the matrix \( a(t, x) \) is Lipschitz continuous in \( x \in \mathbb{R}^3 \) (see Theorem 5.2.3 of Stroock and Varadhan [19]), the martingale problem (2.6) is well-posed and therefore we see the uniqueness of the solution to the martingale problem (2.3). Accordingly, we obtain the following proposition combining with the results of Funaki [5].

**Proposition 2.3.**

(i) There exists a unique probability measure \( P \) on \( (C, \mathcal{B}^C) \) which solves the martingale problem (2.3).

(ii) The solution \( P \) has the Markov property in the sense of McKean and the distribution \( \overline{u}(t) \) solves the equation (1.6).

(iii) If the initial distribution \( f \) belongs to the space \( \mathcal{D}_p \) \((p \geq 2)\), then \( \overline{u}(\cdot) \) belongs to the space \( C([0, \infty), \mathcal{D}_p) \) and we have \( E^P[\sup_{0 \leq s \leq T} |X_s|^p] < \infty \) for each \( T < \infty \).

(iv) For every \( t \geq 0 \), we have
The stochastic process $X_t$ with the distribution $P$ is called an associated diffusion process with the Landau equation (1.6). We also consider, for given $f \in \mathcal{D}$ and $u(t) \in C([0, \infty), \mathcal{D})$, the following (2.7) called by the name of $\mathcal{A}_{u(t)}$-martingale problem.

\[
(2.7) \begin{cases}
(\text{i}) \quad P(X_0 \in B) = f(B) \text{ for every Borel subset } B \text{ of } \mathbb{R}^d.
\end{cases}
\]

This martingale problem determines a unique probability measure $P$ on $(\mathcal{C}, \mathcal{B}_c)$.

(4) **The main result.** Let $\{Q_\varepsilon; 0 < \varepsilon < 1\}$ be a family of Borel measures on $(0, \pi)$ which satisfy the following assumption (I) or (II).

\[
(\text{I}) \begin{cases}
(\text{i}) \quad Q_\varepsilon((\varepsilon \pi, \pi)) = 0 \text{ and } \int_0^\pi \theta Q_\varepsilon(d\theta) < \infty \text{ for } 0 < \varepsilon < 1. \\
(\text{ii}) \quad \text{There exists a limit } c = \lim_{\varepsilon \to 0} c_\varepsilon, 0 < c < \infty, \text{ where } c_\varepsilon = \varepsilon^{-2} \int_0^\pi \theta^\varepsilon Q_\varepsilon(d\theta).
\end{cases}
\]

\[
(\text{II}) \begin{cases}
\int_0^\pi \theta Q(d\theta) < \infty \text{ and } Q_\varepsilon(B) = Q(\varepsilon^{-1}B \cap (0, \pi)) \text{ holds for every } 0 < \varepsilon < 1 \text{ and Borel subset } B \text{ of } (0, \pi).
\end{cases}
\]

If $\{Q_\varepsilon\}$ satisfies the assumption (II), then it fulfills also the assumption (I) with $c = \int_0^\pi \theta Q(d\theta)$. As is stated in Section 1, we consider the scaling defined by $t \to \varepsilon^{-2} t$ and $Q \to Q_\varepsilon$. After the transformation, the Boltzmann equation turns into the equation (1.4) and an associated Markov process $X^\varepsilon(t)$ is given by the solution of the following stochastic differential equation:

\[
(2.8) \begin{cases}
X^\varepsilon(t) = X(0) + \int_0^t a(X^\varepsilon(s_\cdot), Y^\varepsilon(s_\cdot, \alpha), \theta, \phi) N_\varepsilon(ds \theta d\phi d\alpha), \\
X^\varepsilon(0) \sim Y^\varepsilon(t_0, \cdot),
\end{cases}
\]

where $N_\varepsilon$ is a Poisson random measure on $(0, \infty) \times S$ with intensity measure $\tilde{N}_\varepsilon = \varepsilon^{-2} dsQ_\varepsilon(d\theta)d\phi d\alpha$. We denote by $P^\varepsilon_0$ the distribution on the space $D$ of the integrable solution $X^\varepsilon(\cdot)$ of (2.8) with an initial
distribution \( f \in \mathcal{D}_p \).

**Remark.** The conditions \( \int_0^\pi \theta Q_\varepsilon(d\theta) < \infty \) in (I) and \( \int_0^\pi \theta Q(d\theta) < \infty \) in (II) are assumed only to use the result of Tanaka [20] which guarantees the solvability of the equation (2.8). But his unpublished result shows that these assumptions are unnecessary (private communication). See also Theorem 2 of Tanaka [22].

We also denote by \( P_f \) the unique solution \( P \) to the martingale problem (2.3) with \( \alpha = c\pi/4 \) extending it on the space \((D, \mathcal{B}_D)\). Our main result is formulated as follows.

**Theorem 2.1.** (i) For each \( f \in \mathcal{D}_p \) \((p \geq 2)\), under the assumption (I) on \( \{Q_\varepsilon\} \), the probability measure \( P_f^\varepsilon \) converges weakly to \( P_f \) on the space \( D_\varepsilon \) as \( \varepsilon \) tends to 0.

(ii) For each \( f \in \mathcal{D}_p \), under the assumption (II) on \( \{Q_\varepsilon\} \), the probability measure \( P_f^\varepsilon \) converges weakly to \( P_f \) on the space \( D_\varepsilon \) as \( \varepsilon \) tends to 0.

§ 3. Estimates on the Function \( G(x, y, \theta; \psi) \) and the Solution of (2.2)

We prepare some estimates on the function \( G \) and the solution of the stochastic differential equation (2.2) to give a proof of Theorem 2.1 in the next section.

(1) **Estimates on the function \( G(x, y, \theta; \psi) \).** The function \( G \) was introduced in Section 1 by

\[
G(x, y, \theta; \psi) = \int_0^{2\pi} \{\psi(x^*) - \psi(x)\} d\phi,
\]

\((x, y, \theta, \psi) \in \mathbb{R}^3 \times \mathbb{R}^3 \times (0, \pi) \times C^\infty_\varepsilon(\mathbb{R}^3)\).

We sometimes denote \( x^* \) and \( e(\phi) \) by \( x^*(x, y, \theta, \phi) \) and \( e(\phi; x, y) \) to make precise their dependences on \((x, y, \theta, \phi) \in \mathbb{R}^3 \times \mathbb{R}^3 \times (0, \pi) \times (0, 2\pi)\) and \((x, y) \in \mathbb{R}^3 \times \mathbb{R}^3\), respectively. We extend \( x^*(x, y, \theta, \phi) \) and \( e(\phi; x, y) \)
as functions of $\phi$ to periodic functions on $R^3$ with period $2\pi$. Assuming that, for each $x \in R^3$, $e(\phi; x, x)$ is also given in such a way that $\frac{de}{d\phi} = z \times e$ for some $z \in R^3$; $|z| = 1$, we define $\phi_0(x, y; x', y') \in [0, 2\pi)$, $(x, y, x', y') \in (R^3)^4$, so that the following relation holds.

$$e(\bar{\phi}; x, y) = e(\bar{\phi} + \phi_0(x, y; x', y'); x', y')$$

for some $\bar{\phi} \in [0, \pi)$.

We note that the relation (3.1) determines $\phi_0(x, y; x', y')$ uniquely.

**Lemma 3.1.** For every $x, y, x', y' \in R^3$, $\theta \in (0, \pi)$ and $\phi \in (0, 2\pi)$, we have

$$|a(x, y, \theta, \phi) - a(x', y', \theta, \phi + \phi_0(x, y; x', y'))|$$

$$\leq \{|x - x'| + |y - y'|\} \theta.$$  

*Proof.* Since we see that

$$\max_{\phi \in [0, \pi]} |e(\bar{\phi}; x, y) - e(\bar{\phi} + \phi_0(x, y; x', y'); x', y')||x' - y'||$$

$$= |e\left(\bar{\phi} + \frac{\pi}{2}; x, y\right) - e\left(\bar{\phi} + \phi_0(x, y; x', y') + \frac{\pi}{2}; x', y'\right)||x' - y'||$$

$$= |(x - y) - (x' - y')|,$$

with $\bar{\phi}$ appeared in (3.1), the relation

$$a(x, y, \theta, \phi) = (y - x)\sin^2\frac{\theta}{2} + \frac{1}{2} e(\phi; x, y) |x - y| \sin \theta$$

proves the desired inequality. Q.E.D.

The function $G(x, y, \theta; \psi)$ has the following estimates.

**Lemma 3.2.** For each $\psi \in C^\infty_0(R^3)$, there exists a positive constant $K = K(\psi)$ such that

(i) $|G(x, y, \theta; \psi)| \leq K\theta^2|1 + |x|^2 + |y|^2|$,  

(ii) $|G(x, y, \theta; \psi) - G(x', y, \theta; \psi)| \leq K\theta^2|1 + |x|^2 + |x'|^2 + |y|^2|x - x'|$.  

We also have that

(iii) $G(x, y, \theta; \psi) = 0$ if $|x| \geq 3M(\psi)$, $|y| \leq M(\psi)/3\theta$ and $\theta \in (0,$
\[ M(\psi) = \inf \{ M > 0 \; ; \; \psi(x) = 0 \; \text{for} \; |x| \geq M \}. \]

**Proof.** (i) For each \( x, y, \theta, \phi \) and \( \psi \), there exists \( x^* \in \mathbb{R}^3 \) such that

\[
\psi(x^*) - \psi(x) = \langle \nabla \psi(x), x^* - x \rangle + \frac{1}{2} \sum_{i,j=1}^{3} \frac{\partial^2 \psi}{\partial x_i \partial x_j}(x^*) (x_i^* - x_i) (x_j^* - x_j),
\]

where \( \nabla \psi(x) = \left( \frac{\partial \psi}{\partial x_1}, \frac{\partial \psi}{\partial x_2}, \frac{\partial \psi}{\partial x_3} \right) \) and \( \langle \cdot, \cdot \rangle \) means the inner product of \( \mathbb{R}^3 \). Noting that

\[
\int_0^{2\pi} e(\phi) d\phi = 0 \; \text{and} \; |x^* - x| = |x - y| \sin \frac{\theta}{2},
\]

we get

\[
(3.2) \quad \int_0^{2\pi} (x^* - x) d\phi = 2\pi (y - x) \sin^2 \frac{\theta}{2}
\]

and

\[
(3.3) \quad \int_0^{2\pi} |(x^*_i - x_i) (x^*_j - x_j)| d\phi \leq \pi \theta^2 |x - y|^2 / 2, \; 1 \leq i, j \leq 3,
\]

respectively. Therefore, we obtain

\[
|G(x, y, \theta; \psi)| \leq \frac{\pi \theta^2}{2} \left\{ |y - x| \sup_x |\nabla \psi(x)| + \frac{9}{2} |y - x|^2 \sup_{i,j,x} \left| \frac{\partial^2 \psi}{\partial x_i \partial x_j}(x) \right| \right\},
\]

which implies the estimate (i).

(ii) For given \( x, x', y, \theta \) and \( \phi \), we denote \( x^*(x, y, \theta, \phi) \) and \( x^*(x', y, \theta, \phi + \phi_0(x, y; x', y)) \) simply by \( x^* \) and \( (x')^* \), respectively. Then we get

\[
(3.4) \quad G(x, y, \theta; \psi) - G(x', y, \theta; \psi)
\]

\[
= \int_0^{2\pi} \left\{ \psi(x^*) - \psi((x')^*) - \psi(x) + \psi(x') \right\} d\phi
\]

\[
= \int_0^{2\pi} d\phi \int_0^1 \langle \nabla \psi(z(\tau), \phi), x^* - (x')^* \rangle d\tau
\]

\[
- \int_0^{2\pi} d\phi \int_0^1 \langle \nabla \psi(z(\tau)), x - x' \rangle d\tau.
\]
\[
\begin{align*}
&= \int_0^{2\pi} d\phi \int_0^1 \langle \mathcal{F} \phi(x^*(\gamma, \phi)) - \mathcal{F} \phi(z(\gamma)), x^* - (x')^* - x + x' \rangle d\gamma \\
&\quad + \int_0^{2\pi} d\phi \int_0^1 \langle \mathcal{F} \phi(x(\gamma)), x - x' \rangle d\gamma \\
&\quad + \int_0^{2\pi} d\phi \int_0^1 \langle \mathcal{F} \phi(z(\gamma)), x^* - (x')^* - x + x' \rangle d\gamma \\
&= I_1 + I_2 + I_3,
\end{align*}
\]

where

\[
x^*(\gamma, \phi) = \gamma x^* + (1 - \gamma) (x')^*
\]

and

\[
x(\gamma) = \gamma x + (1 - \gamma) x', 0 \leq \gamma \leq 1.
\]

To give a bound on \( I_n \), we derive

(3.5) \[
|z^*(\gamma, \phi) - z(\gamma)| \\
= |\gamma \{x^* - x\} + (1 - \gamma) \{(x')^* - x'\}| \\
\leq \{\gamma |x - y| + (1 - \gamma) |x' - y|\} \sin \frac{\theta}{2} \\
\leq \theta \{|x| + |x'| + |y|\},
\]

and, by Lemma 3.1,

(3.6) \[
|x^* - (x')^* - x + x'| \\
= |a(x, y, \theta, \phi) - a(x', y, \theta, \phi + \phi_0(x, y; x', y))| \\
\leq \theta |x - x'|.
\]

Two estimates (3.5) and (3.6) show that

(3.7) \[
|I_1| \leq 6\pi \theta^2 \{|x| + |x'| + |y|\} |x - x'| \sup_{i,j,z} \left| \frac{\partial^2 \phi}{\partial x_i \partial x_j} (x) \right|.
\]

Noting that

\[
\int_0^{2\pi} (z^*(\gamma, \phi) - z(\gamma)) d\phi = 2\pi \{y - z(\gamma)\} \sin \frac{\theta}{2}
\]

and

\[
\int_0^{2\pi} \left| (z^*_+(\gamma, \phi) - z_+(\gamma)) (z^*_+(\gamma, \phi) - z_+(\gamma)) \right| d\phi
\]
the second term \( I_2 \) can be bounded in a similar manner to show the estimate (i) and accordingly we get

\[
I_2 \leq 2\pi \theta^2 \left\{ |x| + |x'| + |y| \right\}^2,
\]

As for the third term \( I_3 \), since

\[
I_3 = 2\pi \sin^2 \frac{\theta}{2} \{ \psi(x') - \psi(x) \},
\]

we have

\[
I_3 \leq \frac{\pi}{2} \theta^2 |x - x'| \sup_x |\mathcal{L} \psi(x)|.
\]

Combining the three estimates (3.7) - (3.9) with (3.4), we obtain the desired estimate (ii).

(iii) Noting the relation \( |x^* - x| = |x^* - y| \tan \frac{\theta}{2} \leq \theta |x^* - y| (\theta \in (0, \pi/2]) \), we can easily show that the conditions for \( x \) and \( y \) in the statement (iii) implies that \( |x^*| \geq M(\psi) \) which proves that \( G(x, y, \theta; \psi) = 0 \).

Q.E.D.

(2) Estimates on the solution of (2.2). Here, we fix a positive number \( p \geq 2 \). For given \( f \in D_p \) and \( u(\cdot) \in B([0, \infty), D_2) \), we consider the stochastic differential equation (2.2) and derive estimates on the integrable solution \( X(t) \) defined on a complete probability space \((\Omega, \mathcal{F}, P; \{\mathcal{F}_t; t \geq 0\})\). We set \( c = \int_0^\infty \theta^p \mathcal{L}Q(d\theta) \) and denote by \( \bar{u}(t) \) the probability distribution of \( X(t) \) on \( \mathbb{R}^3 \).

**Lemma 3.3.** (i) For each \( T, U \) and \( c_0 > 0 \), there exists a positive constant \( K_1 = K_1(T, U, c_0, p) \) such that an inequality

\[
E\left[ \sup_{0 \leq t \leq T} |X(t)|^p \right] \leq K_1 \{ 1 + \|f\|_p^p \}
\]

holds whenever \( c \in (0, c_0] \) and \( \|u(\cdot)\|_{D_2} \leq U \).
(ii) For every $s \geq 0$, we have
\[ \lim_{t \to s} E[|X(t) - X(s)|^p] = 0. \]

Especially, the function $\bar{u}(\cdot)$ belongs to the space $C([0, \infty), \mathcal{F}_p)$.

(iii) For each $T$ and $c_0 > 0$, there exists a positive constant $K$ such that
\[ E[|X(t \wedge \zeta_n) - X(s \wedge \zeta_n)|^p \mathcal{F}_s] \leq K \left\{ n^p + \|u(\cdot)\|^2_{L^p(\omega)} \right\} (t - s), \]
for $0 \leq s \leq t \leq T$, $n = 1, 2, \ldots$, $P$-a.s., holds whenever $c \in (0, c_0]$, where $\zeta_n(\omega) = \inf\{t > 0 ; |X(t; \omega)| > n\}$, $\omega \in \Omega$, and $t \wedge \zeta = \min(t, \zeta)$.

Proof: (i) We set $M(t) = \int_{S_t} a(s, \theta, \phi, \alpha) \{N - \tilde{N}\} (dsd\theta d\phi d\alpha)$, $A(t) = \int_{S_t} a(s, \theta, \phi, \alpha) \tilde{N} (dsd\theta d\phi d\alpha)$, where $a(s, \theta, \phi, \alpha) = a(s, \theta, \phi, \alpha; \omega) = a(X(s), Y(s, \alpha), \theta, \phi)$. Then $M(t)$ is a 3-dimensional martingale relative to $(P, \{\mathcal{F}_t; t \geq 0\})$ and therefore Burkholder-Davis-Gundy's inequality (see Dellacherie et Meyer [4] or Kazamaki [9]) yields an bound
\[ (3.10) \quad E[\sup_{0 \leq s \leq t \wedge \zeta_n} |M(s)|^p] \leq C_1 E[|M(t \wedge \zeta_n)|^p] \]
with some positive constant $C_1 = C_1(p)$ where $[M](t) = \{[M](t)\}_{t=1}^p$ is defined by
\[ [M](t) = \int_{S_t} a^i(s, \theta, \phi, \alpha) N (dsd\theta d\phi d\alpha), 1 \leq i \leq 3, \]
and $a_i$ is the $i$-th component of the vector $a$. Since the relation
\[ |a(x, y, \theta, \phi)| = |x - y| \sin \theta \quad \text{implies that} \]
\[ |[M](t)| \leq \int_{S_t} \{|X(s)|^p + |Y(s, \alpha)|^p\} \theta^p N (dsd\theta d\phi d\alpha), \]
to bound the right hand side of (3.10), we set
\[ I_1(t) = \left\{ \int_{S_t} |X(s)|^p \theta^p N (dsd\theta d\phi d\alpha) \right\}^{p/2} = \{Z_1(t)\}^{p/2} \]
and
\[ I_2(t) = \left\{ \int_{S_t} |Y(s, \alpha)|^p \theta^p N (dsd\theta d\phi d\alpha) \right\}^{p/2} = \{Z_2(t)\}^{p/2}. \]
Itô's formula (see, e.g., Ikeda and Watanabe [6]) yields that
\[
I_t(t) = \int_{s_t} \left\{ Z_t(s') + |X(s')|^{\theta/2} - Z_t(s)^{\theta/2} \right\} N( \text{d}s \text{d}\theta \text{d}d \text{d} \alpha)
\]
\[
\leq p \int_{s_t} |X(s)^{\theta/2} Z_t(s') + |X(s)|^{\theta} |Z_t(s)^{\theta/2} - \frac{p}{2} |Z_t(s')|^2 \right\} N( \text{d}s \text{d}\theta \text{d}d \text{d} \alpha)
\]
\[
\leq p 2^p \int_{s_t} \left\{ |X(s)^{\theta/2} Z_t(s') + |X(s)|^{\theta} |Z_t(s)^{\theta/2} - \frac{p}{2} |Z_t(s')|^2 \right\} N( \text{d}s \text{d}\theta \text{d}d \text{d} \alpha),
\]
where \( C_2 \) is a positive constant which depends only on \( p \). Hence we get
\[
E[I_t(t \wedge \zeta_n)] \leq C_2 \int_{s_t} \theta^p E[I_t(s \wedge \zeta_n) + |X(s \wedge \zeta_n)|^p] N( \text{d}s \text{d}\theta \text{d}d \text{d} \alpha)
\]
\[
\leq 2 \pi C_2 \int_t^s \left\{ E[I_t(s \wedge \zeta_n)] + E[|X(s \wedge \zeta_n)|^p] \right\} ds,
\]
which implies, by Gronwall's lemma,
\[(3.11) \quad E[I_t(t \wedge \zeta_n)] \leq 2 \pi C_2 e^{2 \pi c C_3 t} \int_{s_t} E[|X(s \wedge \zeta_n)|^p] ds.\]

To get an estimate on \( E[I_2(t \wedge \zeta_n)] \), we note the following fact, that is, if \( X \) is a Poisson random variable with mean \( \mu > 0 \), then, for each \( \mu_0 > 0 \), there exists a positive constant \( C_0 = C_0(\mu, p) \) such that \( E[X^p] \leq C_0 \mu \) holds whenever \( \mu \in (0, \mu_0) \). This is shown by noting that \( E[X^p] = \mu E[(X + 1)^{p-1}] \) holds for every \( p \geq 1 \). Since \( Z_0(t) \) is Poisson distributed with mean \( 2 \pi c \int_0^t \| u(s) \|^2 ds \), we get, for each \( c_0 \) and \( U > 0 \),
\[(3.12) \quad E[I_2(t \wedge \zeta_n)] \leq E[I_2(t)] \leq C_3(2 \pi c_0 T U^2, p/2) 2 \pi c t U^2, t \leq T,\]
whenever \( c \in (0, c_0) \) and \( \| u(\cdot) \|_{[0, T]} \leq U \). Combining the estimates (3.11) and (3.12) with (3.10), we see that, for each \( T \), \( U \) and \( c_0 > 0 \), there exists a positive constant \( C_4 \) such that
\[(3.13) \quad E[\sup_{0 \leq s \leq T \wedge \zeta_n} |M(s)|^p] \leq C_4 \left\{ \int_0^T E[|X(s \wedge \zeta_n)|^p] ds + t \right\},\]
\[
0 \leq t \leq T, \quad n = 1, 2, \ldots,
\]
holds whenever \( c \in (0, c_0) \) and \( \| u(\cdot) \|_{[0, T]} \leq U \). While, noting that the
relation \( \int_0^{2\pi} e^\phi d\phi = 0 \) implies that
\[
A(t) = \int_0^t \{ Y(s, \alpha) - X(s) \} \sin^2 \frac{\theta}{2} \tilde{N}(dsd\theta d\phi d\alpha),
\]
we can show a similar bound on \( A(t) \), that is, for each \( T, U \) and \( c_0 > 0 \), there exists a positive constant \( C_6 \) such that
\[
\sup_{0 \leq t \leq T, \ n = 1, 2, \ldots} E[|A(t)|^p] \leq C_6 \left\{ \int_0^t E[|X(s)\wedge\zeta_n - X(s)|^p] ds + 1 \right\}
\]
holds whenever \( c \in (0, c_0] \) and \( \|u(\cdot)\|_{[0, T]} \leq U \). Since \( X(t) = X(0) + M(t) + A(t) \), two estimates (3.13) and (3.14) yield an estimate on \( X(t) \) with some positive constant \( C_6 = C_6(T, U, c_0, p) \):
\[
E[\sup_{0 \leq s \leq r \wedge \zeta_n} |X(s)|^p] \leq C_6 \left\{ 1 + \|f\|^p + \int_0^t E[|X(s)\wedge\zeta_n - X(s)|^p] ds \right\}
\]
\[
\leq C_6 \left\{ 1 + \|f\|^p + \int_0^t E[\sup_{0 \leq s \leq r \wedge \zeta_n} |X(r)|^p] ds \right\}.
\]
Therefore Gronwall's lemma shows that
\[
E[\sup_{0 \leq s \leq r \wedge \zeta_n} |X(s)|^p] \leq C_6 \{ 1 + \|f\|^p \} e^{C_6 r}, \ n = 1, 2, \ldots,
\]
for \( c \in (0, c_0] \) and \( \|u(\cdot)\|_{[0, T]} \leq U \).

Tending \( n \) to infinity, we get the estimate (i) by Fatou's lemma.

(ii) Burkholder-Davis-Gundy's inequality shows that
\[
E[|M(t) - M(s)|^p] \leq C_4 \left\{ \int_s^t E[|X(r)|^p] dr + (t-s) \right\} \to 0 \quad \text{as} \quad |t-s| \to 0 \quad (0 \leq s \leq t \leq T)
\]
with the same constant \( C_4 \) in (3.13). We can also show that
\[
E[|A(t) - A(s)|^p] \leq C_7 \{ t-s \}^{p-1} \int_s^t \{ E[|X(r)|^p] + \|u(r)\|^p \} dr
\]
\[
\to 0 \quad \text{as} \quad |t-s| \to 0 \quad (0 \leq s \leq t \leq T)
\]
with some positive constant \( C_7 = C_7(p) \). Hence we have
\[
\lim_{|t-s| \to 0} E[|X(t) - X(s)|^p] = 0.
\]
Noting that \( \rho_p(u(t), u(s)) = \text{d} E[|X(t) - X(s)|^p] \), we see that \( u(\cdot) \) is a \( \mathcal{P}_p \)-valued continuous function.

(iii) We observe that

\[
(3.16) \quad E[|X(t \wedge \zeta_n) - X(s \wedge \zeta_n)|^p] \leq 2 \{ E[|M(t \wedge \zeta_n) - M(s \wedge \zeta_n)|^p] + E[|A(t \wedge \zeta_n) - A(s \wedge \zeta_n)|^p] \}
\]

The first term has the following bound:

\[
I_1 = E \left[ \left| \int_{S(t \wedge \zeta_n) - S(t \wedge \zeta_n)} a(r, \theta, \phi, \alpha) \hat{N} (d r d \theta d \phi d \alpha) \right|^p \right] \leq c \pi E \left[ \int_{S(t \wedge \zeta_n) - S(t \wedge \zeta_n)} \left| X(r \wedge \cdot) \right|^p + \| u(r) \|^p \right| d r \right] \leq c \pi \left\{ n^p + \| u(\cdot) \|^p \|_{(0, \infty)} \right\} (t - s), 0 \leq s \leq t \leq T \quad (P.a.s.).
\]

While the second term is bounded as follows.

\[
I_2 = E \left[ \left| \int_{S(t \wedge \zeta_n) - S(t \wedge \zeta_n)} \{ Y(r \wedge \alpha) - X(r \wedge \cdot) \} \sin^2 \frac{\theta}{2} \hat{N} (d r d \theta d \phi d \alpha) \right|^p \right] \leq \{ c \pi (n + \| u(\cdot) \|^p \|_{(0, \infty)} \} (t - s)/2, 0 \leq s \leq t \leq T \quad (P.a.s.).
\]

Hence we get the estimate (iii) combining those on \( I_1 \) and \( I_2 \) with (3.16).

Q.E.D.

The next task is to give an estimate on \( P(f, u(\cdot), \Omega) \) with respect to \( u(\cdot) \) where \( P(f, u(\cdot), \Omega) \) is the probability distribution on \( D \) introduced by solving the equation (2.2) (see Section 2). Let \( \mathcal{C}([0, \infty), \mathcal{P}_2) \) be the space of all \( u(\cdot) \in C([0, \infty), \mathcal{P}_2) \), for each of which there exists a stochastic process \( Y(t, \alpha) \) defined on \( (0, 1), d\alpha \) satisfying the following condition.

\[
(3.17) \quad \begin{cases} 
(1) \quad Y(t, \cdot) \sim u(t) \text{ for every } t \in [0, \infty), \\
(2) \quad \lim_{t \to s} \int_0^t |Y(t, \alpha) - Y(s, \alpha)|^p d\alpha = 0 \text{ for every } s \in [0, \infty). 
\end{cases}
\]
Lemma 3.4. For each $T$ and $c_0 > 0$, there exists a positive constant $K_3 = K_3(T, c_0)$ such that

$$\bar{v}_T^2(P, P') \leq K_3 \int_0^t \rho^2(u(s), u'(s)) ds, t \leq T,$$

holds for all $u(\cdot)$ and $u'(\cdot) \in \tilde{C}([0, \infty), \mathcal{D}_2)$ whenever $c \in (0, c_0]$, where $P = P(f, u(\cdot), Q)$ and $P' = P(f, u'(\cdot), Q)$.

Proof. We fix $f \in \mathcal{P}_2$. Let $\Delta$ be a partition of $[0, T]$; $0 = t_0 < t_1 < \cdots < t_n = T$ and put $A(s) = t_k$ for $t_k < s \leq t_{k+1}$ $(0 \leq k < n)$, $|\Delta| = \max \{t_{k+1} - t_k; 0 \leq k < n\}$. For $u(\cdot) \in \tilde{C}([0, \infty), \mathcal{D}_2)$, taking a stochastic process $Y(t, \alpha)$ which satisfies the condition (3.17), we define $X_{A}(t)$ by

$$X_{A}(t) = X(0) + \int_{S_t} a_\alpha(s, \theta, \phi, \alpha) N(ds d\theta d\phi d\alpha),$$

where $X(0)$ is an $\mathcal{F}_0$-measurable $f$-distributed random variable. The probability distribution of $X_{A}(\cdot)$ on the space $D$ is determined uniquely by $u(\cdot)$ and $\Delta$ so that we denote it by $P(u(\cdot), \Delta)$. First we show that

$$\lim_{|\Delta| \to 0} \bar{v}_T^2(P(u(\cdot), \Delta), P(f, u(\cdot), Q)) = 0.$$ 

To this end, we note that the probability distribution of $X_{A}(\cdot)$ defined by

$$X_{A}(t) = X(0) + \int_{S_t} \bar{a}_\alpha(s, \theta, \phi, \alpha) N(ds d\theta d\phi d\alpha),$$

is also given by $P(u(\cdot), \Delta)$, where $X(t)$ is the solution of (2.2) with $X(0)$ and $Y(t, \alpha)$ given as above. We set

$$a(s, \theta, \phi, \alpha) = a(X(s-), Y(s-), \alpha),$$

$$M_\alpha(t) = \int_{S_t} \{\bar{a}_\alpha(s, \theta, \phi, \alpha) - a(s, \theta, \phi, \alpha)\} (N - \bar{N}) (ds d\theta d\phi d\alpha),$$

$$A_\alpha(t) = \int_{S_t} \{\bar{a}_\alpha(s, \theta, \phi, \alpha) - a(s, \theta, \phi, \alpha)\} \bar{N} (ds d\theta d\phi d\alpha)$$

and

$$I_{1,\alpha}(t) = \int_0^t |Y(\Delta(t), \alpha) - Y(t, \alpha)|^2 d\alpha.$$
Then, by Doob's inequality and Lemma 3.1, we get

\[
\mathbb{E} \left[ \sup_{0 \leq s \leq t} |M_d(s)|^2 \right] \\
\leq 4 \int_0^t \mathbb{E} \left[ \left| \tilde{a}_d(s, \theta, \phi, \alpha) - a(s, \theta, \phi, \alpha) \right|^2 \right] \tilde{N} (ds d\theta d\phi d\alpha) \\
\leq 16\pi c \int_0^t \{E[|X_d(\Delta(s)) - X(s)|^2] + I_{1, d}(s)\} ds ,
\]

and, by using Schwarz's inequality, we have

\[
\mathbb{E} \left[ \sup_{0 \leq s \leq t} |A_d(s)|^2 \right] \\
= \mathbb{E} \left[ \sup_{0 \leq s \leq t} \left| \mathbb{E} \left[ X_d(\Delta(s)) - X(s) + Y(\Delta(s), \alpha) \right] \right|^2 \right] \\
\leq c^2 \pi c \int_0^t \{E[|X_d(\Delta(s)) - X(s)|^2] + I_{1, d}(s)\} ds .
\]

Since

\[
\bar{X}_d(t) - X(t) = M_d(t) + A_d(t) ,
\]

setting

\[
I_{1, d}(t) = \mathbb{E} \left[ \sup_{0 \leq s \leq t} |\bar{X}_d(s) - X(s)|^2 \right] ,
\]

we get

\[
I_{2, d}(t) \leq K \int_0^t \{I_{2, d}(s) + E[|X(\Delta(s)) - X(s)|^2] + I_{1, d}(s)\} ds , t \leq T ,
\]

where \( K = K(T, c) = 4 (16\pi c + c^2 \pi c) \). Hence Gronwall's lemma shows that

\[
I_{2, d}(T) \leq K e^{KT} \int_0^T \{E[|X(\Delta(s)) - X(s)|^2] + I_{1, d}(s)\} ds \\
\to 0 \quad \text{as} \quad |\Delta| \to 0 ,
\]

which proves (3.19). Next, we show that, for every \( T \) and \( c_0 > 0 \), there exists a positive constant \( K_3 \) such that

\[
(3.20) \quad \bar{\rho}_i(P(u(\cdot), \Delta), P(u'(\cdot), \Delta)) \\
\leq K_3 \int_0^T \rho^2(u(\Delta(s)), u'(\Delta(s))) ds , t \leq T , \ c \in (0, c_0] ,
\]
for every partition $\mathcal{A}$ and $u(\cdot), u'(\cdot) \in B([0, \infty), \mathbb{P})$. In fact, we take two processes $Y(t, \alpha)$ and $Y'(t, \alpha)$ on $\{(0, 1), d\alpha\}$ in such a way that

$$
\begin{cases}
(\text{i}) & Y(t, \cdot) \sim u(t), Y'(t, \cdot) \sim u'(t) \text{ for every } t \geq 0, \\
(\text{ii}) & \int_0^t |Y(t, \alpha) - Y'(t, \alpha)|^2 d\alpha = \rho(t(u(t), u'(t))) \text{ for every } t \geq 0,
\end{cases}
$$

and define $X_\Delta(\cdot)$ by (3.18) and $X'_\Delta(\cdot)$ by

$$
\begin{align*}
X'_\Delta(t) &= X(0) + \int_{s_1} a'_\Delta(s, \theta, \phi, \alpha) N(ds d\theta d\phi d\alpha), \\
a'_\Delta(s, \theta, \phi, \alpha) &= a(X'\Delta(\Delta(s)), Y'(\Delta(s), \alpha), \theta, \phi) + \phi_\Delta(X'\Delta(\Delta(s)), Y'(\Delta(s), \alpha), X'_\Delta(\Delta(s)), Y'(\Delta(s), \alpha))).
\end{align*}
$$

Then the probability distributions of $X_{\Delta}(\cdot)$ and $X'_{\Delta}(\cdot)$ are $P(u(\cdot), \mathcal{A})$ and $P(u'(\cdot), \mathcal{A})$, respectively. In a similar manner to bound $I_{\mathcal{A}}(t)$, we can show an estimate on $I_{\mathcal{A}}(t) = E[\sup_{s \leq t} |X_{\Delta}(s) - X'_\Delta(s)|^2]$:

$$
I_{\mathcal{A}}(t) \leq K(T, c) \int_0^t \left\{ I_{\mathcal{A}}(s) + \rho^2(u(\Delta(s)), u'(\Delta(s))) \right\} ds, \quad t \leq T,
$$

which implies (3.20) with the help of Gronwall’s lemma. Tending $|\mathcal{A}|$ to 0 in both sides of (3.20), we get the desired estimate by noting (3.19).

Now, for the process $Y(t, \alpha)$ given by (2.2), we set $Y_T(\alpha) = \sup_{s \leq T} |Y(t, \alpha)|, T < \infty$, and consider a random variable $Y_T(\alpha)$ on the probability space $\{(0, 1), d\alpha\}$ satisfying the following two conditions.

(3.21) $\overline{Y}_T \sim Y_T$.

(3.22) $\overline{Y}_T$ is non-decreasing in $\alpha \in (0, 1)$.

Let $\mathcal{A} = \{\theta_i\}_{i=0}^\infty$ be a sequence such that $\pi \geq \theta_0 > \theta_1 > \cdots > 0$. For such $\mathcal{A}$, we set $B_i = (\theta_{i+1}, \theta_i), S^i = B_i \times (0, 2\pi) \times (0, 1), i = 0, 1, \cdots$ and

(3.23) $g(\alpha, \mathcal{A}) = g(\alpha, \mathcal{A}; Q, T, \rho)$

$$
= 2\pi \sum_{i=0}^\infty \theta_i^2 Q(B_i) \exp \{-2\pi T Q(B_i)(1-\alpha)\}, \alpha \in (0, 1).
$$

Lemma 3.5. (i) Assume that there exists $\theta_0 \in (0, \pi]$ such that $Q([\theta_0, \pi]) = 0$. Then we have
\[
E[ \sup_{0 \leq t \leq T} |X(t) - X(t^\cdot)|^p] \leq \theta_p^p E[ \sup_{0 \leq t \leq T} |X(t)|^p] \\
+ \inf_{\mathcal{A}} \int_0^T \overline{Y}(\alpha) g(\alpha, \mathcal{A}) d\alpha,
\]
where the infimum is taken over all sequences \( \mathcal{A} = \{\theta_i\}_{i=0}^\infty \).

(ii) The second term in the right hand side of the inequality in (i) is bounded by \( 2\pi c T \theta_p^p \int_0^1 \sup_{0 \leq t \leq T} |Y(t, \alpha)|^p d\alpha \).

Proof. Let \( \{\overline{p}(t, \omega), \ t \geq 0\} = \{(\theta(t, \omega), \phi(t, \omega), \alpha(t, \omega)), \ t \geq 0\} \) be a Poisson point process on \( S \) corresponding to the Poisson random measure \( N \), that is, \( \overline{p}(t) \) is an \( S \cup \{\emptyset\} \)-valued process such that \( N(B) = \sum_{i} \mathbb{1}_{\emptyset}(t, p(t)) \) holds for every Borel subset \( B \) of \( (0, \infty) \times S \) satisfying \( \hat{N}(B < \infty) \), where \( \emptyset \) is an extra point not belonging to \( S \). Since the assumption on \( Q \) implies that \( P(\theta(t) \leq \theta_0) = 1 \), we have

\[
\text{(3.24)} \quad \sup_{0 \leq t \leq T} |X(t) - X(t^\cdot)|^p \\
= \sup_{0 \leq t \leq T, p(t) \in S} |\alpha(X(t^\cdot), Y(t, \alpha(t)), \theta(t), \phi(t))|^p \\
= \sup_{0 \leq t \leq T, p(t) \in S} |X(t^\cdot) - Y(t, \alpha(t))|^p \left\{ \sin \frac{\theta(t)}{2} \right\}^p \\
\leq \theta_p^p \sup_{0 \leq t \leq T} |X(t)|^p \sup_{0 \leq t \leq T, p(t) \in S} (\theta_0 \wedge \theta(t))^p Y^p(\alpha(t)), \ (P-a. s.).
\]

For a sequence \( \mathcal{A} = \{\theta_i\}_{i=0}^\infty \), the following (3.25)–(3.27) are well-known (see, e.g., Ikeda and Watanabe [6]).

(3.25) The random variable \( n^i(\omega) = \sum_{\emptyset \leq t} \mathbb{1}_{\emptyset}(p(t, \omega)) \) is Poisson distributed with mean \( 2\pi T Q(B_i) \) for each \( i = 0, 1, \ldots \).

(3.26) Arranging the times \( t \) which satisfy \( p(t) \in S^i, 0 < t < \infty \), in an increasing order; \( 0 < t_1 < t_2 < \cdots \), random variables \( \alpha^i_k(\omega) = \alpha(t_k^i(\omega), \omega) \) are uniformly distributed on \( (0, 1) \).

(3.27) The random variables \( n^i \) and \( \alpha^i_k, \ i \geq 0, k \geq 1 \), are mutually independent.

The final term in the right hand side of (3.24) is bounded as follows:

\[
I(t) = \sup_{0 \leq t \leq T, p(t) \in S} (\theta_0 \wedge \theta(t))^p Y^p(\alpha(t))
\]
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Noting that
\[ P(\sup_{1 \leq k \leq n} \alpha_k^i(\omega)) = n\alpha^{n-1}d\alpha, 0 \leq i, n < \infty, \]
we get
\[ E[I(T')] \leq \sum_{i=0}^{\infty} \theta^i \sum_{\pi=0}^{\infty} \{2\pi TQ(B_\pi)\}^n \exp\{-2\pi TQ(B_\pi)\} \int_0^1 \tilde{Y}_F^i(\alpha) n\alpha^{n-1}d\alpha \]
\[ = T \int_0^1 \tilde{Y}_F^i(\alpha) g(\alpha, \Delta) d\alpha. \]

Since this estimate holds for every \( \Delta \), we obtain the assertion (i) by (3.24). The assertion (ii) follows immediately from \( g(\alpha, \Delta) \leq 2\pi \sum_{i=0}^{\infty} \theta^i Q(B_i) \) and \( \epsilon = \inf_{\Delta} \sum_{i=0}^{\infty} \theta^i Q(B_i) \).

Q.E.D.

§ 4. Proof of the Main Theorem

We now give the proof of Theorem 2.1. Throughout this section, the family \( \{Q_\epsilon\} \) is assumed to satisfy the assumption (I) if \( f \in D_p \) \((p > 2)\) or the assumption (II) if \( f \in D_2 \). We denote by \( \bar{u}^\epsilon(t), 0 < \varepsilon < 1, \) and \( \bar{u}(t) \) the probability distributions of \( X_t \) under \( P^\epsilon_f \) and \( P_f \), respectively. For each \( x \in \mathbb{R}^d \), let \( P^\epsilon_{f,x} \), \( 0 < \varepsilon < 1, \) and \( P_{f,x} \) be the probability distribution \( P(\delta_x, \bar{u}^\epsilon(\cdot), \varepsilon^{-2}Q_\epsilon) \) of the solution of (2.2) and that on the space \( C \) of the unique solution to \( \mathscr{A}_{\bar{u},\alpha,\gamma} \)-martingale problem \((\alpha = c\pi/4)\) with initial distribution \( \delta_x \), respectively, where \( \delta_x \) is the Dirac’s \( \delta \)-measure with unit mass at \( x \). We sometimes regard \( P_{f,x} \) as a probability measure on \((D, \mathcal{B}^D)\). We show a strong version of Theorem 2.1.

**Theorem 4.1.** The probability measures \( P^\epsilon_f \) and \( P^\epsilon_{f,x} \) converge to \( P_f \) and \( P_{f,x} \) as \( \varepsilon \to 0 \), respectively, in the following sense:
\[
\lim_{\varepsilon \downarrow 0} \rho_T(P^\ast_{f,x}, P_{f,x}) = 0 \quad \text{and} \quad \lim_{\varepsilon \downarrow 0} \rho_T(P^\ast_{f}, P_{f}) = 0 \quad \text{for every } T < \infty.
\]

Theorem 2.1 follows from Theorem 4.1 immediately since \(\rho\)-convergence implies the weak convergence on the space \(D_s\). The method to prove Theorem 4.1 is based on the martingale formulation which was used first by Stroock and Varadhan [18] and also by several authors (see, e.g., Bensoussan, Lions and Papanicolaou [2] and Papanicolaou, Stroock and Varadhan [15]) to show the weak convergence of Markov processes. In the following we set \(c_0 = \sup c_\varepsilon < \infty\), where \(c_\varepsilon\) is the number introduced in Section 2. We note that \(c_\varepsilon = c\) for every \(0 < \varepsilon < 1\) when the assumption (II) is fulfilled. We first note that the proof of Theorem 4.1 can be reduced to show the following lemma in which we set \(P^\ast_{f} = P(f, \bar{u}(\cdot), \varepsilon^{-2}Q_\varepsilon)\) and \(P^\ast_{f,x} = P(\bar{u}(\cdot), \varepsilon^{-2}Q_\varepsilon)\) for \(0 < \varepsilon < 1\) and \(x \in \mathbb{R}^d\).

**Lemma 4.1.** The probability measures \(P^\ast_{f}\) and \(P^\ast_{f,x}\) converge to \(P_f\) and \(P_{f,x}\) as \(\varepsilon \to 0\), respectively, in the following sense:
\[
\lim_{\varepsilon \downarrow 0} \rho_T(P^\ast_{f}, P_f) = 0 \quad \text{and} \quad \lim_{\varepsilon \downarrow 0} \rho_T(P^\ast_{f,x}, P_{f,x}) = 0 \quad \text{for every } T < \infty.
\]

**Proof of Theorem 4.1.** Using the triangle inequality for \(\rho\), since \(u^\varepsilon(\cdot), \bar{u}(\cdot) \in \tilde{C}([0, \infty), \mathcal{D}_2)\), Lemma 3.4 proves that
\[
\rho^\varepsilon_t(P^\ast_{f}, P_f) \leq 2\rho^\varepsilon_t(\bar{P}^\ast_{f}, P_f) + 2\rho^\varepsilon_t(P^\ast_{f}, \bar{P}^\ast_{f})
\]
\[
\leq 2\rho^\varepsilon_t(\bar{P}^\ast_{f}, P_f) + 2K_4(T, c_0) \int_0^T \rho^\varepsilon_t(u^\varepsilon(s), \bar{u}(s)) ds
\]
\[
\leq 2\rho^\varepsilon_t(\bar{P}^\ast_{f}, P_f) + 2K_4(T, c_0) \int_0^T \rho^\varepsilon_t(P^\ast_{f}, P_{f}) ds, \quad t \leq T.
\]

Gronwall's lemma yields that
\[
\rho^\varepsilon_t(P^\ast_{f}, P_f) \leq 2\rho^\varepsilon_t(\bar{P}^\ast_{f}, P_f) \exp \{2TK_4(T, c_0)\}.
\]
Since, by Lemma 4.1, the right hand side tends to 0 as \(\varepsilon \to 0\), we get
\[
\lim_{\varepsilon \downarrow 0} \rho^\varepsilon_t(P^\ast_{f}, P_f) = 0.
\]

The convergence of \(P^\ast_{f,x}\) can be shown as follows.
\[
\rho^\varepsilon_t(P^\ast_{f,x}, P_{f,x}) \leq 2\rho^\varepsilon_t(\bar{P}^\ast_{f,x}, P_{f,x}) + 2\rho^\varepsilon_t(P^\ast_{f,x}, \bar{P}^\ast_{f,x})
\]
\[
\leq 2\rho^\varepsilon_t(\bar{P}^\ast_{f,x}, P_{f,x}) + 2K_2(T, c_0) \int_0^T \rho^\varepsilon_t(u^\varepsilon(s), \bar{u}(s)) ds
\]
As the first step to give a proof of Lemma 4.1, we show the tightness of the family \{\tilde{P}_{f,z}\}. To do this we note the following lemma whose proof is omitted since it is standard. For every \(n = 1, 2, \ldots\), define a mapping \(\theta_n\) of \(D\) by
\[
\theta_n(w) = w_{r_n}, \quad w \in D,
\]
where \(w_{r_n}\) is a stopped path:
\[
w_{r_n}(t) = w(t \wedge r_n), \quad t \in [0, \infty),
\]
and
\[
\tau_n(w) = \inf\{t > 0; |w(t)| > n\}.
\]

**Lemma 4.2.** Let \(\{P^\varepsilon; 0 < \varepsilon < 1\}\) be a family of probability measures on \((D, \mathcal{B}^D)\). If the family \(\{P^\varepsilon \circ \theta_n^{-1}; 0 < \varepsilon < 1\}\) is relatively compact for every \(n = 1, 2, \ldots\) and if
\[
\lim_{n \to \infty} \sup_{0 < \varepsilon < 1} P^\varepsilon(\tau_n < T) = 0
\]
holds for every \(T < \infty\), then the family \(\{P^\varepsilon; 0 < \varepsilon < 1\}\) is relatively compact.

Applying this lemma we get the following.

**Lemma 4.3.** The family \(\{\tilde{P}_{f,z}; 0 < \varepsilon < 1\}\) is relatively compact.

**Proof.** We denote \(\tilde{P}_{f,z}\) simply by \(P^z\). For every \(n = 1, 2, \ldots\), Proposition 2.3-(iv) and Lemma 3.3-(iii) prove that
\[
E^{P^z \circ \theta_n^{-1}}[|X_{t_1} - X_{t_1}|^2|X_{t_1} - X_{t_1}|^2]
\]
\[
= E^{P^z}[|X_{t_1 \wedge r_n} - X_{t_1 \wedge r_n}|^2|X_{t_1 \wedge r_n} - X_{t_1 \wedge r_n}|^2]
\]
\[
\leq K_1(T, c_0)^2 \{n^2 + \|f\|^2\}(t_0 - t_1)^2, 0 \leq t_1 \leq t_2 \leq t_3 \leq T.
\]
This estimate implies the relative compactness of the family \(\{P^z \circ \theta_n^{-1}; 0 < \varepsilon < 1\}\) for every \(n = 1, 2, \ldots\) (Billingsley [3]). While, by Lemma 3.3-(i) with \(p = 2\), we have
\[
P^z(\tau_n < T) = P^z(\sup_{0 \leq t \leq T} |X_t| > n)
\]
which proves that $\lim_{n \to \infty} \sup_{0 < \varepsilon < 1} P^\varepsilon (\tau_n < T) = 0$ for each $T < \infty$. Hence Lemma 4.2 shows the conclusion. Q.E.D.

We give a criterion to prove the $\bar{\phi}$-convergence.

**Lemma 4.4.** Let $\{P^\varepsilon; 0 \leq \varepsilon < 1\}$ be a family of probability measures on $(D, \mathcal{B}^D)$ satisfying the following three conditions:

1. $P^\varepsilon$ tends weakly to $P^0$ on the space $D_\varepsilon$ as $\varepsilon \to 0$.
2. $P^0(C) = 1$.
3. $\lim_{n \to \infty} \sup_{0 < \varepsilon < 1} E^P \left[ \sup_{0 \leq t \leq \tau} |X^\varepsilon(t)|^q; \sup_{0 \leq t \leq \tau} |X^\varepsilon(t)| > n \right] = 0$, $q \geq 2$.

Then we have $\lim_{\varepsilon \to 0} \bar{\phi}_{\varepsilon, \tau}(P^\varepsilon, P^0) = 0$.

**Proof.** By the theorem of Skorohod (see, e.g., Ikeda and Watanabe [6]), the condition (4.1) shows that there exists a probability space $(\Omega, \mathcal{F}, P)$ and $D$-valued random variables $\{X^\varepsilon(\cdot); 0 \leq \varepsilon < 1\}$ defined on $\Omega$ which satisfy the following two conditions.

4. For each $\varepsilon \in [0, 1)$, the probability distribution of $X^\varepsilon$ is $P^\varepsilon$.
5. $X^\varepsilon$ converges to $X^0$ in the space $D_\varepsilon$ as $\varepsilon \to 0$ (P-a.s.).

Since the condition (4.2) implies that $P(X^0 \in C) = 1$, the condition (4.5) shows the following (see Billingsley [3]).

4. $X^\varepsilon$ converges to $X^0$ in the space $D_U$ as $\varepsilon \to 0$ (P-a.s.).

Now we see that

\[ \bar{\phi}_{\varepsilon, \tau}(P^\varepsilon, P^0) \leq E^P \left[ \sup_{0 \leq t \leq \tau} |X^\varepsilon(t) - X^0(t)|^q \right] \]
\[ \leq E^P \left[ \sup_{0 \leq t \leq \tau} |X^\varepsilon(t) - X^0(t)|^q \wedge n \right] \]
\[ + E^P \left[ \sup_{0 \leq t \leq \tau} |X^\varepsilon(t) - X^0(t)|^q; \sup_{0 \leq t \leq \tau} |X^\varepsilon(t) - X^0(t)|^q \geq n \right] \]
\[ = I_{1,n} + I_{2,n} \text{ for every } n < \infty. \]

The condition (4.6) proves that $\lim_{n \to \infty} I_{1,n} = 0$. We can also show that $\lim_{n \to \infty} I_{2,n} = 0$ by noting the condition (4.3). Hence we obtain the conclusion. Q.E.D.
Lemma 4.5. (i) The families \( \{P_{f,z}^*; 0 < \varepsilon < 1\} \) and \( \{\tilde{P}_{f,z}^*; 0 < \varepsilon < 1\} \) satisfy the condition (4.3) for every \( q \geq 2 \).

(ii) The families \( \{P_{f}^*; 0 < \varepsilon < 1\} \) and \( \{\tilde{P}_{f}^*; 0 < \varepsilon < 1\} \) satisfy the condition (4.3) with \( q = p \).

Proof. By Proposition 2.2-(iii) and Lemma 3.3-(i), we have

\[
E^{P_{j,x}}[\sup_{0 \leq s \leq T} |X_s|^q; \sup_{0 \leq s \leq T} |X_s| > n]
\]

\[
\leq E^{P_{j,x}}[\sup_{0 \leq s \leq T} |X_s|^q]^{1/2} \{P_{f,.}^*[\sup_{0 \leq s \leq T} |X_s| > n]\}^{1/2}
\]

\[
\leq E^{P_{j,x}}[\sup_{0 \leq s \leq T} |X_s|^q]^{1/2} \{n^{-q} E^{P_{j,x}}[\sup_{0 \leq s \leq T} |X_s|^q]\}^{1/2}
\]

\[
\leq n^{-q} [K_1(T, \|f\|, c_0, 2q) \{x|q + 1\} K_1(T, \|f\|, c_0, 4q) \{x|q + 1\}]^{1/2}
\]

\[
\leq Cn^{-q} (x|q + 1) \to 0 \text{ as } n \to \infty \text{ (uniformly in } \varepsilon),
\]

where \( C = C(T, \|f\|, c_0, q) \) is a positive constant. Hence we get the assertion (i) for the family \( \{P_{f,x}\} \). Noting the relation \( P_{f}^*(\cdot) = \int_{\mathbb{R}} P_{j,x}^*(\cdot) f(\,dx) \), we have, by (4.7) with \( q = p \),

\[
E^{P_{j}}[\sup_{0 \leq s \leq T} |X_s|^p; \sup_{0 \leq s \leq T} |X_s| > n]
\]

\[
\leq E^{P_{j}}[\sup_{0 \leq s \leq T} |X_s|^p; |X_0| \geq \sqrt{n}]
\]

\[
+ E^{P_{j}}[\sup_{0 \leq s \leq T} |X_s|^p; \sup_{0 \leq s \leq T} |X_s| > n, |X_0| < \sqrt{n}]
\]

\[
= \int_{|x| \geq \sqrt{n}} E^{P_{j,x}}[\sup_{0 \leq s \leq T} |X_s|^p] f(\,dx)
\]

\[
+ \int_{|x| < \sqrt{n}} E^{P_{j,x}}[\sup_{0 \leq s \leq T} |X_s|^p; \sup_{0 \leq s \leq T} |X_s| > n] f(\,dx)
\]

\[
\leq K_1(T, \|f\|, c_0, p) \int_{|x| \geq \sqrt{n}} \{|x|^p + 1\} f(\,dx) + Cn^{-p} (n^{pq/2} + 1)
\]

\[
\to 0 \text{ as } n \to \infty \text{ (uniformly in } \varepsilon),
\]

which proves the assertion (ii) for the family \( \{P_{f}\} \). In a similar manner, we can also show the assertions (i) and (ii) for the families \( \{\tilde{P}_{f,z}\} \) and \( \{\tilde{P}_{f}\} \), respectively.

Q.E.D.
For \( u \in \mathcal{D}_2 \), we put
\[
\mathcal{A}_\varepsilon \phi(x) = \int_{(0,x) \times (0,2\pi)} \{ \phi(x^*) - \phi(x) \} e^{-\varepsilon Q_\varepsilon(d\theta)} d\phi u(d\gamma), \quad \phi \in C_0^\infty(\mathbb{R}^2).
\]
The following lemma can be shown by using Ito’s formula relative to the Poisson stochastic integrals.

**Lemma 4.6.** For each \( \phi \in C_0^\infty(\mathbb{R}^3) \), \( \psi(X_t) - \int_0^t \mathcal{A}_\varepsilon \psi(X_s) ds, \quad t \geq 0, \)

is a martingale relative to \( (\mathcal{P}_l, \{ \mathcal{D}_l^P, t \geq 0 \}) \), where \( \mathcal{A}_l^0 = \mathcal{A}_l^{\infty_0} \).

We show the uniform boundedness and the equicontinuity of the functions \( \{ \mathcal{A}_\varepsilon \phi(x); 0 < \varepsilon < 1/2, t \in [0, \infty) \} \).

**Lemma 4.7.** (i) For each \( \phi \in C_0^\infty(\mathbb{R}^3) \), we have

\[
\sup_{(t, s) \in (0, 1/2) \times [0, \infty)} |\mathcal{A}_\varepsilon \phi(x)| < \infty.
\]

(ii) For each \( \phi \in C_0^\infty(\mathbb{R}^3) \), we have

\[
\sup_{(t, s) \in (0, 1/2) \times [0, \infty)} |\mathcal{A}_\varepsilon \phi(x) - \mathcal{A}_\varepsilon \phi(x')| \leq K(\psi) c_0 \{ 1 + |x|^2 + |x'|^2 + \|f\|^2 \} |x - x'|,
\]

where \( K(\psi) \) is the constant appeared in Lemma 3.2.

**Proof.** Since
\[
\mathcal{A}_\varepsilon \phi(x) = \int_{(0,x) \times \mathbb{R}^3} G(x, y, \theta; \psi) e^{-\varepsilon Q_\varepsilon(d\theta)} u(t, d\gamma),
\]
Proposition 2.3-(iv) and Lemma 3.2-(i), (ii) show that

\[
|\mathcal{A}_\varepsilon \phi(x)| \leq K(\psi) c_0 \{ 1 + |x|^2 + \|f\|^2 \}
\]

and

\[
|\mathcal{A}_\varepsilon \phi(x) - \mathcal{A}_\varepsilon \phi(x')| \leq K(\psi) c_0 \{ 1 + |x|^2 + |x'|^2 + \|f\|^2 \} |x - x'|.
\]

The inequality (4.9) implies the assertion (ii). Lemma 3.2-(iii) proves, for \( \varepsilon \in (0, 1/2) \) and \( x: |x| \geq 3M = 3M(\psi) (>0) \), that

\[
|\mathcal{A}_\varepsilon \phi(x)| = \int_0^\varepsilon e^{-\varepsilon Q_\varepsilon(d\theta)} \int_{|y| > \varepsilon/\varepsilon_0} u(t, d\gamma) \int_0^2 \psi(x^*) d\phi.
\]
Combining this with (4.8), we get the assertion (i). Q.E.D.

We prove the convergence of the function $\mathcal{A}_u\psi(x)$ as $\varepsilon \to 0$.

**Lemma 4.8.** For each $u \in \mathcal{D}$, $x \in \mathbb{R}^3$ and $\psi \in C_0^\infty(\mathbb{R}^3)$, the function $\mathcal{A}_u\psi(x)$ converges to $\mathcal{A}_u\psi(x)$ as $\varepsilon \to 0$, where $\mathcal{A}_u$ is the operator defined in Section 1 with $\alpha = c\pi/4$.

**Proof.** We divide the proof into three steps.

**Step 1.** For each $x \in \mathbb{R}^3$, we consider a region

$$K_x = \left\{ (\theta, y) \in (0, \pi) \times \mathbb{R}^3 ; |x - y| \sin \frac{\theta}{2} \geq |x| + M \right\},$$

where $M = M(\psi)$ is the constant defined in Lemma 3.2. The relation $|x - x^*| = |x - y| \sin \frac{\theta}{2}$ shows that $\psi(x^*) = 0$ if $(\theta, y) \in K_x$. Therefore we have

$$G(x, y, \theta; \psi)$$

$$= \left\{ \begin{array}{ll}
\langle \Phi(x), b(x, y, \theta) \rangle + \frac{1}{2} \sum_{i,j=1}^3 a_{i,j}(x, y, \theta) \frac{\partial^2 \psi}{\partial x_i \partial x_j}(x) + R , & (\theta, y) \in K_x , \\
-2\pi \psi(x), & (\theta, y) \notin K_x ,
\end{array} \right.$$
with some $x^* \in \mathbb{R}^3$ which depends on $x, y, \theta, \phi$ and $\psi$.

**Step 2.** We show that

\[(4.10) \lim_{\varepsilon \to 0} \int_{K_x} |a_{ij}(x, y, \theta)| \varepsilon^{-2} Q_\varepsilon(\varepsilon \theta) u(\varepsilon \theta, \varepsilon \gamma) = 0, \quad 1 \leq i, j \leq 3,\]

and

\[(4.11) \lim_{\varepsilon \to 0} \int_{K_x} |b(x, y, \theta)| \varepsilon^{-2} Q_\varepsilon(\varepsilon \theta) u(\varepsilon \theta, \varepsilon \gamma) = 0.\]

By noting (3.3), the equality (4.10) is proved in the following manner:

\[
\int_{K_x} |a_{ij}(x, y, \theta)| \varepsilon^{-2} Q_\varepsilon(\varepsilon \theta) u(\varepsilon \theta, \varepsilon \gamma) \\
\leq \frac{\pi}{2} \int_{K_x} \theta^2 |x - y|^2 \varepsilon^{-2} Q_\varepsilon(\varepsilon \theta) u(\varepsilon \theta, \varepsilon \gamma) \\
\leq \int_0^\pi \theta^2 g_1(x, \theta) \varepsilon^{-2} Q_\varepsilon(\varepsilon \theta) \\
\leq c_\varepsilon \sup_{0 < \theta < \pi} g_1(x, \theta) = c_\varepsilon g_1(x, \varepsilon \pi) \to 0 \quad (\varepsilon \to 0),
\]

where

\[g_1(x, \theta) = \frac{\pi}{2} \int_{|y|^2 > (|x|^2 + \theta^2) \sin(\theta/2)^{-1}} |y|^2 u_\varepsilon(\varepsilon \gamma)\]

and the probability measure $u_\varepsilon$ is defined by $u_\varepsilon(B) = u(B + x)$ for every Borel subset $B$ of $\mathbb{R}^3$. The equality (4.11) is shown by

\[
\int_{K_x} |b(x, y, \theta)| \varepsilon^{-2} Q_\varepsilon(\varepsilon \theta) u(\varepsilon \theta, \varepsilon \gamma) \\
\leq \frac{\pi}{2} \int_{K_x} \theta^2 |y - x|^2 \varepsilon^{-2} Q_\varepsilon(\varepsilon \theta) u(\varepsilon \theta, \varepsilon \gamma) \\
\leq c_\varepsilon \{eg_1(x, \varepsilon \pi) / 2\}^{\frac{1}{2}} \to 0 \quad (\varepsilon \to 0).
\]

The next task is to show that

\[(4.12) \lim_{\varepsilon \to 0} \int_{K_x} \varepsilon^{-2} Q_\varepsilon(\varepsilon \theta) u(\varepsilon \theta, \varepsilon \gamma) = 0
\]

and

\[(4.13) \lim_{\varepsilon \to 0} \int_{K_x} |R(x, y, \theta)| \varepsilon^{-2} Q_\varepsilon(\varepsilon \theta) u(\varepsilon \theta, \varepsilon \gamma) = 0 \quad (K_x^* = (0, \pi) \times \mathbb{R}^3 - K_x).\]
To prove these equalities, we note that the following two equalities hold for every $v \in \mathcal{P}_x$.

(4.14) $\lim_{n \to \infty} n^s v(|x| > n) = 0$,

(4.15) $\lim_{n \to \infty} \frac{1}{n} \int_{|x| < n} |x|^s v(dx) = 0$.

To show (4.12), we see that

$$
\int_{K_x} \varepsilon^{-2} Q_\varepsilon(d\theta) u(dy) = \int_0^\infty u_x \left( \left\{ y : |y| \sin \frac{\theta}{2} \geq |x| + M \right\} \right) \varepsilon^{-2} Q_\varepsilon(d\theta)
$$

$$
= \int_0^\infty g_x(x, \theta) \theta^s \varepsilon^{-2} Q_\varepsilon(d\theta)
$$

$$
\leq c_0 \sup_{\theta < 0 \leq \infty} g_x(x, \theta),
$$

where

$$
g_x(x, \theta) = \theta^s u_x \left( \left\{ y : |y| \sin \frac{\theta}{2} \geq |x| + M \right\} \right).
$$

Since (4.14) yields that $\lim \sup_{\varepsilon \downarrow 0, \theta < 0 \leq \infty} g_x(x, \theta) = 0$, we obtain (4.12). To prove (4.13), noting that the relation $|x^* - x| = |x - y| \sin \frac{\theta}{2}$ shows

$$
|R| \leq 4K \theta^3 |x - y|^3, K = \sup_{\varepsilon \downarrow 0, \theta < 0 \leq \infty} \left| \frac{\partial^3 \varphi}{\partial x_\theta \partial x_j \partial x_k} (x) \right|
$$

we have

$$
\int_{K_x} |R(x, y, \theta)| \varepsilon^{-2} Q_\varepsilon(d\theta) u(dy)
$$

$$
\leq 4K \int_{K_x} \theta^3 |x - y|^3 \varepsilon^{-2} Q_\varepsilon(d\theta) u(dy)
$$

$$
\leq 4K \int_0^\infty \theta^3 g_x(x, \theta) \varepsilon^{-2} Q_\varepsilon(d\theta) \leq 4K c_0 \sup_{\theta < 0 \leq \infty} g_x(x, \theta),
$$

where

$$
g_x(x, \theta) = \theta \int_0^1 \frac{1}{|y| \sin \theta} \varepsilon^{-2} Q_\varepsilon(dy).
$$

Since (4.15) implies that $\lim \sup_{\varepsilon \downarrow 0, \theta < 0 \leq \infty} g_x(x, \theta) = 0$, we obtain (4.13).
Step 3. The four equalities (4.10)–(4.13) show that the proof is completed if the following two equalities are shown.

(4.16) \[ \lim_{\varepsilon \downarrow 0} \int_{(0,\omega) \times \mathbb{R}^3} a_{ij}(x, y, \theta) \varepsilon^{-2}Q_\varepsilon(d\theta) u(dy) = a_{ij}(x, u), \quad 1 \leq i, j \leq 3, \]

and

(4.17) \[ \lim_{\varepsilon \downarrow 0} \int_{(0,\omega) \times \mathbb{R}^3} b(x, y, \theta) \varepsilon^{-2}Q_\varepsilon(d\theta) u(dy) = b(x, u), \]

where \( a_{ij}(x, u) \) and \( b(x, u) \) are the functions defined in Section 1 (we take \( \alpha = \pi/4 \)). Since (4.17) is shown easily, we give the proof of (4.16). First we note that

\[
\begin{align*}
\phantom{\text{(4.16) }} a_{ij}(x, y, \theta) &= 2\pi(y_i - x_i)(y_j - x_j) \sin^{\frac{\theta}{2}} \\
&+ \frac{|x - y|^2}{4} \sin^2 \theta \int_0^{2\pi} e_i(\phi) e_j(\phi) d\phi, \quad 1 \leq i, j \leq 3, 
\end{align*}
\]

where \( e_i(\phi) \) is an \( i \)-th component of the vector \( e(\phi) \). Therefore we get

(4.18) \[ \lim_{\varepsilon \downarrow 0} \int_{(0,\omega) \times \mathbb{R}^3} a_{ij}(x, y, \theta) \varepsilon^{-2}Q_\varepsilon(d\theta) u(dy) = \frac{c}{4} \int_{\mathbb{R}^3} |x - y|^2 u(dy) \int_0^{2\pi} e_i(\phi) e_j(\phi) d\phi, \quad 1 \leq i, j \leq 3. \]

The final task is to compute the integral in the right hand side of (4.18). We have to remind that the function \( e(\phi) \) depends also on \( x \) and \( y \).

We put \( z = (z_i)_{i=1}^3 = (x - y)/|x - y| \) (assuming \( x \neq y \)) and \( f(\phi) = (f_1(\phi), f_2(\phi), f_3(\phi)) = (\cos \phi, \sin \phi, 0) \in \mathbb{R}^3 \). By introducing a matrix \( T = (T_{ij})_{1 \leq i, j \leq 3} \) defined by

(i) \[
T = \begin{pmatrix}
-\bar{z}, & \bar{z}_1, & \bar{z}_2 \\
\bar{z}_1, & \bar{z}_2, & \bar{z}_3 \\
-\bar{z}^2, & 0, & \bar{z}_3
\end{pmatrix}
\]

if \( \bar{z} = (z_1^2 + z_2^2)^{1/2} > 0 \),

and

(ii) \[
T = \begin{pmatrix}
z_3, & 0, & 0 \\
0, & 1, & 0 \\
0, & 0, & z_3
\end{pmatrix}
\]

if \( \bar{z} = 0 \),

we see that
\[ e_i(\phi) = \sum_{j=1}^{3} T_{ij} f_j(\phi + \phi), \quad 1 \leq i \leq 3, \]

with some \( \phi \in [0, 2\pi) \). Therefore the equality

\[ \int_0^{2\pi} e_i(\phi) f_j(\phi) d\phi = \delta_{ij} (1 - \delta_{ij}) \pi, \quad 1 \leq i, j \leq 3, \]

yields that

\[ \int_0^{2\pi} e_i(\phi) e_j(\phi) d\phi = \sum_{k_i, k_j} T_{k_i} T_{k_j} \int_0^{2\pi} f_{k_i}(\phi) f_{k_j}(\phi) d\phi = \pi \sum_{k_i, k_j} T_{k_i} T_{k_j}, \quad 1 \leq i, j \leq 3. \]

Since the right hand side of this equality is given by

\[ \left( \sum_{k_i, k_j} T_{k_i} T_{k_j} \right)_{1 \leq i, j \leq 3} = \begin{pmatrix} 1 - x_1^2 & -z_1 x_3 & -z_1 x_2 \\ -z_1 x_3 & 1 - z_1^2 & -z_2 x_3 \\ -z_1 x_2 & -z_2 x_3 & 1 - z_2^2 \end{pmatrix}, \]

we have that

\[ |x - y|^2 \int_0^{2\pi} e_i(\phi) e_j(\phi) d\phi = \pi \left( |x - y|^2 - (x_i - y_i) (x_j - y_j) \right), \]

\[ 1 \leq i, j \leq 3. \]

Substituting this equality into the right hand side of (4.18), we obtain (4.16) and therefore we get the conclusion. Q.E.D.

We are now ready to prove Lemma 4.1.

**Proof of Lemma 4.1.** The proof will be given in four steps.

**Step 1.** To complete the proof, by Lemma 4.4 and Lemma 4.5, it is sufficient only to show that \( \bar{P}^f_j \) and \( \bar{P}^f_{j,x} \) converge weakly to \( P_f \) and \( P_{f,x} \), respectively. But the weak convergence of \( \{ \bar{P}^f_j \} \) follows from that of \( \{ \bar{P}^f_{j,x} \} \) for every \( x \in \mathbb{R}^d \). Since Lemma 4.3 implies that each subsequence \( \{ \bar{P}^f_{j,x} \} \) of \( \{ \bar{P}^f_{j,x} \} \) contains a further subsequence \( \{ \bar{P}^{f'}_{j,x} \} \) which converges weakly to some probability distribution \( P \), it proves the conclusion that \( P = P_{f,x} \). For simplicity, we denote the subsequence \( \{ \bar{P}^{f'}_{j,x} \} \) by \( \{ P^x \} \).

**Step 2.** Here we show that \( P(C) = 1 \). To this end, we first prove
that
\[(4.19) \quad \lim_{\varepsilon \to 0} I_\varepsilon = \lim_{\varepsilon \to 0} E^{p t}[\sup_{t \leq T} |X_t - X_{t-}|^p] = 0 \text{ for every } T < \infty.\]

When \(p > 2\) (i.e., \(f \in D_p, \ p > 2\)), taking \(\{Y(t, \alpha); \ t \geq 0\}\) to be a \(P_f\)-distributed stochastic process on \(\{(0, 1), d\alpha\}\), Lemma 3.5 gives an estimate:

\[I_\varepsilon \leq (\varepsilon \pi)^p E^{p t}[\sup_{t \leq T} |X_t|^p] + 2\pi c_\varepsilon T (\varepsilon \pi)^{p-2} E^{p t}[\sup_{t \leq T} |X_t|^p].\]

Since Lemma 3.3-(i) shows that \(\sup E^{p t}[\sup_{t \leq T} |X_t|^p] < \infty\) and Proposition 2.3-(iii) shows that \(E^{p t}[\sup_{t \leq T} |X_t|^p] < \infty\), we get (4.19). Now we prove (4.19) when \(p = 2\) (i.e., \(f \in D_\circ\)). For a given sequence \(\mathcal{A} = \{\theta_i\}_{i=0}^{\infty}\) with \(\{B_i\}_{i=0}^{\infty}\) such that \(\theta_0 = \varepsilon \pi\), we introduce a new sequence \(\mathcal{A}' = \{\theta'_i\}_{i=0}^{\infty}\) with \(\theta'_i = \varepsilon^{-1} \theta_i\) and \(B'_i = \varepsilon^{-1} B_i\). Then, by the assumption (II), we have

\[g(\alpha, \mathcal{A}; \varepsilon^{-2} Q, T, 2) = \sum_{i=0}^{\infty} 2\pi \theta_i^2 \varepsilon^{-2} Q(\theta_i) \exp \{-2\pi T \varepsilon^{-2} Q(\theta_i) (1 - \alpha)\} = \sum_{i=0}^{\infty} 2\pi (\theta'_i)^2 Q(\theta'_i) \exp \{-2\pi T \varepsilon^{-2} Q(\theta'_i) (1 - \alpha)\} = g(\alpha, \mathcal{A'}; \varepsilon^{-2} T, 2),\]

where \(g\) is the function introduced by (3.23). Hence Lemma 3.5 shows that

\[I_\varepsilon \leq (\varepsilon \pi)^2 E^{p t}[\sup_{t \leq T} |X_t|^2] + \inf_{\theta_0 = \pi} K_\varepsilon(\mathcal{A}),\]

where

\[K_\varepsilon(\mathcal{A}) = \sum_{\theta_0 \in Q(\theta_0) > 0} 2\pi T \theta_0^2 Q(\theta_0) \int_{0}^{1} Y_\varepsilon(\alpha) \exp \{-2\pi T \varepsilon^{-2} Q(\theta_0) (1 - \alpha)\} d\alpha.\]

We note that \(Y_\varepsilon(\cdot)\) is a random variable defined on the probability space \(\{(0, 1), d\alpha\}\) with the same distribution as \(\sup_{t \leq T} |X_t|\) under \(P_f\). Since the measure \(Q\) satisfies that \(\int_{0}^{1} \theta^2 Q(d\theta) < \infty\), we can take a sequence \(\mathcal{A} = \{\theta_i\}_{i=0}^{\infty}\) with \(\{\bar{B}_i\}_{i=0}^{\infty}\) which satisfies \(\bar{\theta}_0 = \pi\) and \(\sum_{i=0}^{\infty} \bar{\theta}_i^2 Q(\bar{B}_i) < \infty\). Noting that

\[\sum_{i=0}^{\infty} \bar{\theta}_i^2 Q(\bar{B}_i) \int_{0}^{1} Y_\varepsilon(\alpha) d\alpha < \infty,\]
Lebesgue's dominated convergence theorem proves that \( \lim_{\varepsilon \downarrow 0} K_\varepsilon (\tilde{A}) = 0 \) and accordingly that \( \lim_{\varepsilon \downarrow 0} I_\varepsilon = 0 \). Therefore the equality (4.19) has been proved for every \( p \geq 2 \).

Since the function \( \sup_{\varepsilon \leq t < T} |X_t(w) - X_{t-}(w)|, w \in D, \) is lower semi-continuous on the space \( D_s \), the set \( \{ w \in D; \sup_{\varepsilon \leq t < T} |X_t(w) - X_{t-}(w)| > \lambda \} \) is open in \( D_s \) for every \( \lambda > 0 \). Hence, noting that \( P^\varepsilon \) tends weakly to \( P \) as \( \varepsilon \to 0 \) on \( D_s \), we obtain that

\[
P(\sup_{\varepsilon \leq t < T} |X_t - X_{t-}| > \lambda) \leq \lim_{\varepsilon \downarrow 0} P^\varepsilon (\sup_{\varepsilon \leq t < T} |X_t - X_{t-}| > \lambda)
\]

\[
\leq \lim_{\varepsilon \downarrow 0} \lambda^{-p} I_\varepsilon = 0 \quad \text{for every } T < \infty \text{ and } \lambda > 0,
\]

which proves that \( P(C) = 1 \).

**Step 3.** We show the following.

\[ (4.20) \quad \text{For each } \psi \in C_0^\infty (R), \psi (X_t) - \int_0^t \psi \left( \varphi (X_s) \right) ds, t \geq 0, \text{ is a martingale relative to } (P, \{ \mathcal{B}_t^P; t \geq 0 \}). \]

We set

\[ \eta (t) = \psi (X_t) - \int_0^t \psi \left( \varphi (X_s) \right) ds \]

and

\[ \eta^\varepsilon (t) = \psi (X_t) - \int_0^t \psi \left( \varphi (X_s) \right) ds, \quad t \geq 0. \]

To prove (4.20), it is enough to show that

\[ (4.21) \quad E^P[\eta (t') \Theta] = E^P[\eta (t) \Theta], \quad t' \geq t \geq 0, \]

for every \( \mathcal{B}_t^P \)-measurable \( \Theta \in C_b(D) \) where \( C_b(D) \) is the space of real valued bounded continuous functions on \( D \). Since Lemma 4.6 shows that \( E^P[\eta^\varepsilon (t') \Theta] = E^P[\eta^\varepsilon (t) \Theta], \) (4.21) follows from

\[ (4.22) \quad \lim_{\varepsilon \downarrow 0} E^P[\eta^\varepsilon (t) \Theta] = E^P[\eta (t) \Theta] \quad \text{for every } t \geq 0 \text{ and } \Theta \in C_b(D). \]

To prove (4.22), it is sufficient to show that

\[ (4.23) \quad \lim_{\varepsilon \downarrow 0} E^P[\psi (X_t) \Theta] = E^P[\psi (X_t) \Theta] \]

and
DIFFUSION APPROXIMATION

\[(4.24)\quad \lim_{\varepsilon \to 0} E^P[\mathcal{Y}^\varepsilon \cdot \Phi] = E^P[\mathcal{Y} \cdot \Phi], \]

where

\[\mathcal{Y}^\varepsilon(w) = \int_0^t \mathcal{A}^\varepsilon_t(X_s(w)) ds \quad \text{and} \quad \mathcal{Y}(w) = \int_0^t \mathcal{A}^\varepsilon_t(X_s(w)) ds, \quad w \in D.\]

Since \( P(C) = 1 \) and \( P^\varepsilon \) tends weakly to \( P \) on \( D_0 \), we see that

\[\lim_{\varepsilon \to 0} E^P[\mathcal{\tilde{Y}}] = E^P[\mathcal{\tilde{Y}}]\]

for every \( \mathcal{B}^D \)-measurable \( \mathcal{\tilde{Y}} \in C_b(D_0) \), where \( C_b(D_0) \) is the space of real valued bounded continuous functions on \( D_0 \). Therefore we get \( (4.23) \) by noting that \( \psi(X_t) \in C_b(D_0) \). While Lemma 4.7 shows that \( \{\mathcal{Y}^\varepsilon(w); \quad 0 < \varepsilon < 1/2\} \) is a family of uniformly bounded functions which are equi-continuous relative to the \( S \)-topology at every \( w \in D \). Lemma 4.8 shows that \( \mathcal{Y}^\varepsilon(w) \) tends to \( \mathcal{Y}(w) \) as \( \varepsilon \to 0 \) for each \( w \in D \). Hence Ascoli-Arzela's theorem proves that \( \mathcal{Y}^\varepsilon \) tends to \( \mathcal{Y} \) uniformly on each compact subset of \( D_0 \) so that we can show \( (4.24) \) in a usual manner and this concludes the proof of \( (4.20) \).

**Step 4.** We have shown that the probability distribution \( P \) is a solution to \( \mathcal{J}^\varepsilon \cdot \)-martingale problem on the space \( (C, \mathcal{B}^D) \) with initial distribution \( \delta_x \). The uniqueness of the solution to the martingale problem implies that \( P = P^\varepsilon_{\delta, x} \) which completes the proof. Q.E.D.

As an immediate consequence of Theorem 4.1 and Lemma 4.5, we obtain the following.

**Corollary 4.1.** For every \( T < \infty \) and \( q, \gamma \geq 2 \), we have

\[\lim_{\varepsilon \to 0} \bar{p}_{\nu, r}(P^\varepsilon_t, P_t) = 0 \quad \text{and} \quad \lim_{\varepsilon \to 0} \bar{p}_{\nu, r}(P^\varepsilon_{t, x}, P_{t, x}) = 0.\]

Let \( e^\varepsilon(t, x) = e^\varepsilon(t, x, \cdot) \) and \( e(t, x) = e(t, x, \cdot) \), \( 0 < \varepsilon < 1 \), \( t \geq 0 \), \( x \in \mathbb{R}^d \), be probability distributions of \( X_t \) under \( P^\varepsilon_{t, x} \) and \( P_{t, x} \), respectively. These \( e^\varepsilon \) and \( e_t \) are called transition functions associated with \( (1.4) \) and \( (1.6) \), respectively (see Tanaka [20]). Another consequence of Theorem 4.1 is the convergences of the nonlinear semigroup and the transition function.
Corollary 4.2. (i) As $\varepsilon \to 0$, $u^\varepsilon (\cdot)$ tends to $\bar{u}(\cdot)$ in the space $C([0, \infty), \mathcal{P}_q)$, that is, we have that
\[
\lim_{\varepsilon \to 0} \sup_{t \leq T} \rho_p(u^\varepsilon(t), \bar{u}(t)) = 0 \text{ for every } T < \infty.
\]
(ii) For every $q \geq 2$, as $\varepsilon \to 0$, $e^\varepsilon(\cdot, x)$ tends to $e_f(\cdot, x)$ in the space $C([0, \infty), \mathcal{P}_q)$, that is, we have that
\[
\lim_{\varepsilon \to 0} \sup_{t \leq T} \rho_q(e^\varepsilon(t, x), e_f(t, x)) = 0 \text{ for every } T < \infty.
\]
Proof. Noting that
\[
\sup_{t \leq T} \rho_p(u^\varepsilon(t), \bar{u}(t)) \leq \delta_{p,T}(P_f, P_f)
\]
and
\[
\sup_{t \leq T} \rho_q(e^\varepsilon(t, x), e_f(t, x)) \leq \delta_{p,T}(P^*_f, P^*_f),
\]
we get the conclusion by Corollary 4.1. Q.E.D.

§ 5. Properties of Associated Diffusion Process
with Landau Equation

We study (1) the time evolution of moments and (2) the trend to the equilibrium for the associated diffusion process with Landau equation (1.6). Let $\mathcal{A}_u, u \in \mathcal{P}_2$, be the differential operator introduced in Section 1 and let $P = P_f$ be the unique solution to the martingale problem (2.3) with initial distribution $f \in \mathcal{P}_2$. We denote by $u(t) = U_tf$ the distribution of $X_t$ under $P$.

(1) Time evolution of moments. Ikenberry and Truesdell [7] studied the time evolution of moments for solutions to Boltzmann equation of Maxwellian molecules. Their method is available in our case so that, for each integer $k \geq 0$, we choose $2k+1$ linearly independent homogeneous harmonic polynomials $\{\xi^k_l(x) ; |l| \leq k\}$ of degree $k$ in $\mathbb{R}^3$ (see Tanaka [20]). We put
\[
\xi^k_{n}(x) = |x|^k \xi^k_l(x) \quad \text{for} \quad n = (r, k, l)
\]
\[
\xi^{(r,0,0)}(x) = 1,
\]
where \( r = 0, 1, \ldots, k = 0, 1, \ldots \), and \( |l| \leq k \). The degree of \( \xi_n \) is \( |n| = 2r + k \). Then every homogeneous polynomial of \( x \) with degree \( n \) can be expressed by a linear combination of \( \xi_n(x) \) with \( |n| = n \). We discuss the time evolution of harmonic moments:

\[
\mu_n(t) = E^p[\xi_n(X_t)].
\]

Note that (2.4) determines \( \mu_n(t) \) for \( |n| = 1, 2 \) completely.

**Theorem 5.1.** If the initial distribution \( f \) belongs to the space \( \mathcal{D}_p \) with \( p \geq 3 \), then, for every \( n \); \( 3 \leq |n| \leq p \), we have

\[
\frac{d}{dt} \mu_n(t) = \sum' \alpha \cdot \beta_n^m(t) \mu_n(t) - \frac{\alpha}{2} \{2|n| + k(k + 1)\} \mu_n(t),
\]

with some constants \( \beta_n^m \) independent of \( \alpha \), where \( \sum' \) means the summation taken over all pairs \( (n_1, n_2) \) satisfying \( |n_1| + |n_2| = |n| \) and \( |n_1| = 1, 2 \).

**Proof.** First we note that (2.4) and (2.5) show that

\[
a_{il}(x, \bar{u}(t)) - a_{il}(x) = \alpha \{ \beta_{il}(\|f\|^2 - 2\langle x, m(f) \rangle) + x_i m_j(f)
\]

\[
+ x_j m_i(f) - E^p[X_i(t) X_j(t)], \quad 1 \leq i, j \leq 3,
\]

\[
b(x, \bar{u}(t)) - b(x) = 2\alpha m(f).
\]

Hence \( \mathcal{A}_{\bar{u}(t)} \xi_n(x) - \mathcal{A} \xi_n(x) \) can be expressed as a summation \( \sum' \alpha \cdot \beta_n^m \xi_n(x) \) with some constants \( \beta_n^m \), where \( \mathcal{A} \) is an operator defined by

\[
\mathcal{A} = \frac{1}{2} \sum_{i,j} a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_i b_i(x) \frac{\partial}{\partial x_i}.
\]

Therefore two equalities

\[
\mathcal{A} \xi_n(x) = -\frac{\alpha}{2} \{2|n| + k(k + 1)\} \xi_n(x)
\]

and

\[
\frac{d}{dt} \mu_n(t) = E^p[\mathcal{A}_{\bar{u}(t)} \xi_n(X_t)],
\]

prove the conclusion. Q.E.D.
Remark. In the quantum mechanics (see, e.g., Landau and Lifshitz [11]), the operator of the angular momentum vector is given by

\[ L = -i \left( x_1 \frac{\partial}{\partial x_2} - x_2 \frac{\partial}{\partial x_1} - x_1 \frac{\partial}{\partial x_3} - x_3 \frac{\partial}{\partial x_1} - x_3 \frac{\partial}{\partial x_2} \right). \]

The operator \( \mathcal{A} \) appeared in the proof of Theorem 5.1 can be represented in terms of \( L \):

\[ \mathcal{A} = -\alpha \sum_{i=1}^{3} L_i^2 - \alpha \sum_{i=1}^{3} x_i \frac{\partial}{\partial x_i}, \]

where \( L_i \) is the \( i \)-th component of \( L \).

(2) Trend to the equilibrium. Let \( g = q \) be the Gaussian distribution on \( \mathbb{R}^d \) defined as in Section 2-(1).

Lemma 5.1. The distribution \( g \) is invariant under \( U_t \).

Proof. By (2.4) and (2.5), we see that \( \mathcal{A}_{U_t} g = \mathcal{A} g \) for every \( t \geq 0 \). But an easy calculation shows that \( \int \mathcal{A}_t \phi(x) g(dx) = 0 \) for every \( \phi \in C_0^\infty(\mathbb{R}^d) \) and this proves the conclusion. \( \text{Q.E.D.} \)

Lemma 5.2. Assume that the distribution \( f \) belongs to the space \( \mathcal{D}_p = \cap_{p \geq 2} \mathcal{D}_p \). Then \( U_t f \) converges weakly to \( g \) as \( t \to \infty \).

Proof. By Theorem 5.1, Lemma 5.1 and (2.4), we can prove that \( \mu_n(t) \) converges to \( \int \tilde{\xi}_n(x) g(dx) \) exponentially fast as \( t \to \infty \) for every \( n \) (see the corollary to Theorem 8.1 of Tanaka [20]). Therefore we have the conclusion. \( \text{Q.E.D.} \)

The following theorem is shown by using results for the Boltzmann equation of Maxwellian molecules.

Theorem 5.2. (i) The nonlinear semigroup \( \{U_t\} \) on \( \mathcal{D}_p \) is non-expansive with respect to the metric \( \rho \):

\[ \rho(U_t f_1, U_t f_2) \leq \rho(f_1, f_2), \quad t \geq 0, \quad f_1, f_2 \in \mathcal{D}_p. \]
(ii) As $t \to \infty$, $e(U_t f)$ decreases to 0, where $e$ is the functional introduced in Section 2-(1).

**Proof.** (i) Take a family $\{Q_\varepsilon; 0 < \varepsilon < 1\}$ of Borel measures on $(0, \pi)$ satisfying the assumption (II) of Section 2-(4) with $Q; \int_{0}^{\pi} \theta^2 Q(d\theta) = 4\alpha / \pi$. Then, by solving the stochastic differential equation (2.8), we get a family $\{\{T_t^\varepsilon; t \geq 0\}; 0 < \varepsilon < 1\}$ of nonlinear semigroups. Corollary 4.2 shows that $\limsup_{\varepsilon \to 0} (T_t^\varepsilon f, U_t f) = 0$ for each $t \geq 0$ and $f \in \mathcal{D}_2$. While Proposition 2.2-(iv) shows that $\rho(T_t^\varepsilon f, T_t^\varepsilon f) \leq \rho(f_1, f_2)$ for every $\varepsilon; 0 < \varepsilon < 1$. Hence we obtain the assertion (i) by using the triangle inequality for $\rho$:

$$
\rho(U_t f_1, U_t f_2) \leq \limsup_{\varepsilon \to 0} \{\rho(T_t^\varepsilon f_1, U_t f_1) + \rho(T_t^\varepsilon f_1, T_t^\varepsilon f_2) + \rho(T_t^\varepsilon f_2, U_t f_2)\} \leq \rho(f_1, f_2).
$$

(ii) The decreasing property of $e(U_t f)$ in $t$ follows from (i). For $f \in \mathcal{D}_\infty$, we get the conclusion by Lemma 5.2 noting that the family $\{U_t f; t \geq 0\}$ is $L^1$-uniformly integrable on $\mathbb{R}$. For general $f \in \mathcal{D}_\infty$, we can choose $f_\varepsilon \in \mathcal{D}_\infty$ satisfying that $m(f_\varepsilon) = m(f), \nu(f_\varepsilon) = \nu(f)$ and $\rho(f_\varepsilon, f) \leq \varepsilon$. By using (i), we can complete the proof. Q.E.D.

§ 6. One-Dimensional Model

We consider the following one-dimensional analogue of the Boltzmann equation of Maxwellian molecules:

\begin{equation}
\frac{\partial u}{\partial t}(t, x) = \int_{(-\pi, \pi) \times \mathbb{R}} \{u(t, x^*)u(t, y^*) - u(t, x)u(t, y)\} Q(d\theta)dy,
\end{equation}

\[ (t, x) \in (0, \infty) \times \mathbb{R}, \]

\[ x^* = x \cos \theta - y \sin \theta, \quad y^* = x \sin \theta + y \cos \theta, \]

where $Q$ is a Borel measure on $(-\pi, \pi)$ satisfying $\int_{-\pi}^{\pi} |\theta|Q(d\theta) < \infty$. Kac [8] discussed the equation (6.1) when $Q(d\theta) = d\theta / 2\pi$. We set $S = (-\pi, \pi) \times (0, 1)$, $S_t = (0, t] \times S$ and $a(x, y, \theta) = x^* - x$. Let $N = N(ds \, d\theta \, d\alpha)$ be a Poisson random measure on $(0, \infty) \times S$ with intensity measure $dsQ(d\theta)\, d\alpha$ defined on a probability space $(\Omega, \mathcal{F}, P)$ and let $f$ be a
probability distribution on $\mathbb{R}^1$ satisfying $\|f\|^2 = \int_{\mathbb{R}^1} x^2 f(dx) < \infty$, $\|f\| > 0$.

Similarly to the three-dimensional case, we can associate a one-dimensional Markov process $X(t)$ with the weak version of (6.1) by solving the following stochastic differential equation (see Murata [14]):

$$\begin{align*}
X(t) &= X(0) + \int_{S_t} a(X(s^-), Y(s^-, \alpha, \theta)) N(ds d\theta d\alpha) \\
X(t) &\sim Y(t, \cdot) \quad \text{for every } t \geq 0 \\
X(0) &\sim f,
\end{align*}$$

(6.2)

where $X(t) \sim Y(t, \cdot)$ and $X(0) \sim f$ mean the equivalence in law.

Our objective here is to discuss the scaling limit of the equation (6.1). We define a family $\{Q_\varepsilon; 0 < \varepsilon < 1\}$ of Borel measures on $(-\pi, \pi)$ by $Q_\varepsilon(B) = Q(\varepsilon^{-1} B \cap (-\pi, \pi))$ for every Borel subset $B$ of $(-\pi, \pi)$ and consider the following two types of scalings:

(I) $t \to \varepsilon^{-1} t$, $Q \to Q_\varepsilon$.

(II) $t \to \varepsilon^{-2} t$, $Q \to Q_\varepsilon$.

**Scaling (I).** We set $b = \int_{-\pi}^{\pi} \theta Q(d\theta)$. After the transformation (I), we have a Markov process $X_\varepsilon(t)$ which is given by the following stochastic differential equation:

$$\begin{align*}
X_\varepsilon(t) &= X(0) + \int_{S_t} a(X_\varepsilon(s^-), Y_\varepsilon(s^-, \alpha), \theta) N_\varepsilon(ds d\theta d\alpha) \\
X_\varepsilon(t) &\sim Y_\varepsilon(t, \cdot) \quad \text{for each } t \geq 0 \\
X(0) &\sim f,
\end{align*}$$

(6.3)

where $N_\varepsilon$ is a Poisson random measure on $(0, \infty) \times S$ with intensity measure $N_\varepsilon = \varepsilon^{-1} dsQ_\varepsilon(d\theta) d\alpha$. We show that, as $\varepsilon \to 0$, $X_\varepsilon(t)$ tends to a stochastic process $X(t)$ defined by

$$X(t) = X(0) + (e^{-bt} - 1) \int_{\mathbb{R}^1} x f(dx).$$

**Theorem 6.1.** For every $T < \infty$, we have

$$\lim_{\varepsilon \to 0} \mathbb{E}[\sup_{0 \leq s \leq T} \{X_\varepsilon(t) - X(t)\}^+] = 0.$$

**Proof.** We set

$$M_\varepsilon(t) = \int_{S_t} a(X_\varepsilon(s^-), Y_\varepsilon(s^-, \alpha), \theta) \tilde{N}_\varepsilon(ds d\theta d\alpha)$$
and
\[ A^\varepsilon(t) = \int_{S_t} a(X^\varepsilon(s^-), Y^\varepsilon(s^-, \alpha), \theta) \hat{N}_\varepsilon(ds d\theta d\alpha), \]
where \( \hat{N}_\varepsilon = N_\varepsilon - \hat{N}_\varepsilon \). First we show that
\[ (6.4) \quad \sup_{0 < t < T} E\left[ \sup_{0 \leq s \leq t} \{ X^\varepsilon(t) \}^2 \right] < \infty \quad \text{for every } T < \infty. \]
In fact, Doob’s inequality shows that
\[ (6.5) \quad E\left[ \sup_{0 \leq s \leq t} \{ M^\varepsilon(s) \}^2 \right] \leq 4 E\left[ \{ M^\varepsilon(t) \}^2 \right] \]
\[ = 4 \int_{S_t} E\left[ a^2(X^\varepsilon(s^-), Y^\varepsilon(s^-, \alpha), \theta) \hat{N}_\varepsilon(ds d\theta d\alpha) \right] \]
\[ \leq 32 \varepsilon \int_{-\tau}^{\tau} \theta^2 Q(d\theta) \int_0^t E\left[ \{ X^\varepsilon(s) \}^2 \right] ds. \]
While we have
\[ (6.6) \quad E\left[ \sup_{0 \leq s \leq t} \{ A^\varepsilon(s) \}^2 \right] \]
\[ \leq E\left[ \int_{S_t} |a(X^\varepsilon(s^-), Y^\varepsilon(s^-, \alpha), \theta)| \hat{N}_\varepsilon(ds d\theta d\alpha) \right]^2 \]
\[ \leq E\left[ \int_{S_t} |\theta| \hat{N}_\varepsilon(ds d\theta d\alpha) \int_{S_t} |\theta| \{ |X^\varepsilon(s^-)/2 + |Y^\varepsilon(s^-, \alpha)||/2 \hat{N}_\varepsilon(ds d\theta d\alpha) \} \right] \]
\[ \leq 8t \left\{ \int_{-\tau}^{\tau} |\theta| Q(d\theta) \right\}^2 \int_0^t E\left[ \{ X^\varepsilon(s) \}^2 \right] ds. \]
Combining two estimates (6.5) and (6.6) and applying Gronwall’s lemma, we get (6.4). In this procedure, although we do not know in advance that \( E\left[ \sup_{0 \leq s \leq t} \{ X^\varepsilon(s) \}^2 \right] < \infty \) for each \( \varepsilon \), we can apply Gronwall’s lemma properly by using cut-off technique which was employed in the proof of Lemma 3.3-(i). Noting that \( X(t) \) satisfies an equation:
\[ X(t) = X(0) - \int_0^t E[X(s)] ds, \]
we get
\[ E\left[ \sup_{0 \leq s \leq t} \{ X(0) + A^\varepsilon(s) - X(s) \}^2 \right] \]
\[ = E\left[ \left\{ \int_0^t \int_{S_s} a(X^\varepsilon(s^-), Y^\varepsilon(s^-, \alpha), \theta) \varepsilon^{-1} Q_\varepsilon(d\theta) d\alpha - bE[X(s)] ds \right\}^2 \right] \]
\[ \leq t E \left[ \int_0^t \left( |X^\varepsilon(t) - X(t)|^2 - \frac{\varepsilon^2}{2} \int_{-\pi}^\pi \theta^2 Q(d\theta) + |b_\varepsilon E[X^\varepsilon(t)] - b E[X(s)]|^2 \right) ds \right] \]

\[ \leq C_1 \varepsilon \left( \varepsilon^2 + |b_\varepsilon - b|^2 \right) \int_0^t E[|X^\varepsilon(s)|^2] ds + b^2 \int_0^t E[|X^\varepsilon(s) - X(s)|^2] ds, \]

where

\[ b_\varepsilon = \int_{-\pi}^\pi \sin \theta \ v^{-1} Q_\varepsilon(d\theta) \]

and \( C_1 \) is a positive constant independent of \( \varepsilon \). This estimate combined with (6.5) shows that

\[ E \left[ \sup_{0 \leq t \leq T} \{X^\varepsilon(t) - X(t)\}^2 \right] \leq C_2 (\varepsilon + |b_\varepsilon - b|^2) \int_0^T E[|X^\varepsilon(r)|^2] ds + C_2 \int_0^T E \left[ \sup_{0 \leq s \leq r} \{X^\varepsilon(r) - X(r)\}^2 \right] ds, \]

\[ t \leq T, 0 < \varepsilon < 1, \]

with some positive constant \( C_2 = C_2(T) \). Hence Gronwall’s lemma yields that

\[ E \left[ \sup_{0 \leq t \leq T} \{X^\varepsilon(t) - X(t)\}^2 \right] \leq C_3 e^{C_2T} (\varepsilon + |b_\varepsilon - b|^2) \int_0^T E[|X^\varepsilon(s)|^2] ds, \]

\[ 0 < \varepsilon < 1, \]

which implies the conclusion noting (6.4) and that \( \lim_{\varepsilon \to 0} |b_\varepsilon - b| = 0. \)

Q.E.D.

\textbf{Scaling (II).} We assume the centering condition: \( \int_{-\pi}^\pi \theta Q(d\theta) = 0 \) and set \( c = \int_{-\pi}^\pi \theta Q(d\theta) \). After the transformation (II), we have a Markov process \( X^\varepsilon(t) \) which is an integrable solution of the stochastic differential equation (6.3) with a Poisson random measure \( N_\varepsilon \) on \( (0, \infty) \times S \) whose intensity measure is now given by \( \varepsilon^{-2} ds Q_\varepsilon(d\theta) d\alpha \). We denote by \( P^f_\varepsilon \) the probability distribution on the space \( D([0, \infty), \mathbb{R}^p) \) of \( X^\varepsilon(\cdot) \). Let \( P^f_{\varepsilon} \) be the probability distribution on the space \( C([0, \infty), \mathbb{R}^p) \) of \( X(\cdot) \) which is a solution of the following stochastic differential equation:

\[ dX(t) = \left\| f \right\| \sqrt{c} dw(t) - cX(t)/2 dt, \quad t \geq 0, \]

with initial distribution \( f \) where \( w(t) \) is a one-dimensional Brownian mo-
tion. We can show the following theorem by applying a similar method used for the three-dimensional problem with much simplification so that we omit the proof.

**Theorem 6.2.** The probability measure $P_\varepsilon$ converges weakly to $P_f$ on the space $D([0, \infty), \mathbb{R}^r)$ as $\varepsilon \to 0$.

The following one-dimensional analogues of the results in Section 5 can be shown easily.

(i) Conservation of energy holds, that is, we have $E^{\varepsilon_\tau} \{X(t)\}^2 = \|f\|^2$ for every $t \geq 0$.

(ii) The distribution of $X(t)$ tends to the Gaussian distribution with mean 0 and variance $\|f\|^2$ as $t \to \infty$.
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