Abstract. We study the Gaussian random fields indexed by $\mathbb{R}^d$ whose covariance is defined in all generality as the parametrix of an elliptic pseudo-differential operator with minimal regularity assumption on the symbol. We construct new wavelet bases adapted to these operators; the decomposition of the field on this corresponding basis yields its iterated logarithm law and its uniform modulus of continuity. We also characterize the local scalings of the field in term of the properties of the principal symbol of the pseudodifferential operator. Similar results are obtained for the Multi-Fractional Brownian Motion.

Résumé. Nous étudions les processus aléatoires gaussiens $X$ indexés par $\mathbb{R}^d$ tels qu’il existe un opérateur pseudo-différentiel $A$ d’ordre donné admettant pour parametrix la covariance de $X$.

1. Introduction and statement of results.

1.1. Introduction.

Let $X(x)$ be a (centered real valued) Gaussian Random Process defined on $\mathbb{R}^d$, of covariance $R(x,y) = \mathbb{E}(X(x)X(y))$. Two isomorphic Hilbert spaces are associated with $X$: the space $\mathcal{H}$ defined by the closure of the random variables $Z = \sum \alpha_i X(t_i)$ for the scalar product $(Z|T) = \mathbb{E}(ZT)$ and the Reproducing Kernel Hilbert Space (R.K.H.S.) $H$ composed of the functions which can be written

\begin{equation} \tag{1} f_Z(t) = \mathbb{E}(X(t)Z), \end{equation}

with $Z \in \mathcal{H}$; the scalar product in $H$ is

\begin{equation} (f_Z,f_Y)_H = \mathbb{E}(Z Y). \end{equation}

By Riesz’s representation theorem, we can define a self-adjoint positive operator $A : H \to H'$, the dual of $H$ by

\begin{equation} \langle f,g \rangle_H = \langle A(f) , g \rangle_{(H',H)}, \tag{2} \end{equation}

where $\langle \cdot , \cdot \rangle_{(H',H)}$ means the $(H',H)$ duality.

Of particular significance is the case where the norm in $H$ is equivalent with the norm of one of the Sobolev spaces $H^s$ or of the homogeneous spaces $\dot{H}^s$ (in this last case $H$ is defined by additional conditions, for instance by vanishing conditions at the origin). We will call Elliptic Gaussian Random Processes the processes such that

\begin{equation} C_1 \|f\|^2_{H^s} \leq (A(f) , f)_{L^2} \leq C_2 \|f\|^2_{\dot{H}^s}, \end{equation}

which is an ellipticity assumption on the operator $A$ (we borrow this terminology from Guyon [17] where it covers a similar idea). These norm estimates imply that the operator is everywhere of order $2s$. We will show later that the techniques we introduce allow also to study the Multifractional Brownian Motion, a case where the order of the operator is a function of $x$.

We specify the setting by requiring $A$ to be a pseudodifferential operator, and we will make some limited regularity assumptions on its symbol $\sigma(x,\xi)$. Since theoretically all the information on $X$ is contained in the operator $A$, we want to investigate in details the correspondence
between the properties of $X$ and $A$. Some points are classical; for instance $X$ has the Markov field property if and only if $A$ is differential; $X$ has stationary increments if and only if the symbol $\sigma(x, \xi)$ does not depend on $x$ (the norm in $H$ is then shift-invariant).

In this work, we will mainly study two properties of the process:

1) local self-similarity,

2) regularity of the sample paths, looking for exact constants in the laws of local and uniform moduli of continuity.

Let us recall that a process $X$ is said to be selfsimilar of order $\alpha$ at the origin if, for all $\rho > 0$,

$$\text{Law } \{\rho^{-\alpha} X(\rho x), x \in \mathbb{R}^d \} = \text{Law } \{X(x), x \in \mathbb{R}^d \}.$$  

For instance, the *Fractional Brownian Motion of order* $\alpha$ is selfsimilar (of order $\alpha$) at the origin. Dobrushin in [13] gives a complete characterization of selfsimilar gaussian fields with stationary increments; and it follows from [13] that the exact scaling law (3) can hold only for very specific processes. The renormalisation operators $R_{x_0, \rho}^\alpha$ are defined by

$$R_{x_0, \rho}^\alpha X(x) = \frac{1}{\rho^\alpha} (X(x_0 + \rho x) - X(x_0))$$

and, by definition, a process $X$ is *locally asymptotically self-similar* (L.A.S.S.) of order $\alpha \in (0, 1)$ at $x_0$ if $R_{x_0, \rho}^\alpha X$ has a non trivial limit in law when $\rho \to \infty$.

The case $\alpha = 1$ requires a different renormalisation formula, see (39), and the corresponding processes will be called *locally asymptotically critical processes* (L.A.C.).

Regularity properties for Gaussian processes have been considered in full generality in [16]. In the general case the uniform and local moduli of continuity are known only up to a multiplicative constant. For a large class of stationary increments processes Kono in [26] and Marcus in [29] obtain the exact constants in laws of the moduli, but these cases do not include in the elliptic setting the critical order $s - d/2 \in \mathbb{N}$. One of our purposes is to solve completely this problem (Theorem 1.3) in the general elliptic pseudodifferential setting.

One of the main ideas behind the results we will describe is that the local properties of an elliptic gaussian process are contained in the principal part of the symbol associated with the operator $A$. Let us illustrate this idea on a very simple example.
Let $W$ be the one dimensional Brownian motion issued from 0. The corresponding operator $A_0$ is the second derivative, whose symbol $\sigma_0(x,\xi)$ is $|\xi|^2$. The fact that $\sigma_0$ is an homogeneous function of $\xi$ independent of $x$ implies that $W$ is selfsimilar of degree $1/2$. The Orstein-Uhlenbeck process $V$ is the solution of the stochastic differential equation $dV = -q V \, dt + dW$. One easily checks that the R.K.H.S. of this process is exactly the Sobolev space $H^1$ so that the corresponding operator $A = q^2 \text{Id} - \partial^2 / \partial x^2$ of symbol $\sigma(x,\xi) = |\xi|^2 + q^2$. Since the modification of the symbol bears on low order terms only, for every bounded open subset $U$ of $\mathbb{R}$, $\text{Law}(V|_U) \equiv \text{Law}(W|_U)$ (the two processes restricted to $U$ are locally indistinguishable on one realization), see [32]. This has two more consequences:

1) The Orstein-Uhlenbeck process $V$ will satisfy the following local scaling property at any point $t$

$$\lim_{\rho \to 0^+} \text{Law}\left\{ \frac{V(t + \rho u) - V(t)}{\rho^{1/2}} , \ u \in \mathbb{R} \right\} = \text{Law} W ,$$

and we observe that the symbol of the “asymptotic process” is the “principal part” of $\sigma$.

2) The uniform modulus of continuity and the iterated logarithm law (the local modulus of continuity) of $V$ and $W$ are the same.

1.2. The Model.

In this paper we consider triples $(A, H_A, X_A)$ constituted by

- An elliptic symmetric positive pseudodifferential operator $A$ derived from a symbol $\sigma : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ by the usual formula

$$ (Af)(x) = \frac{1}{(2\pi)^{d/2}} \int e^{ix\xi} \sigma(x,\xi) \hat{f}(\xi) \, d\xi , $$

where $\hat{f}$ is the Fourier transform of $f$. We will use the notation $A = \text{Op}(\sigma)$.

- A Hilbert space $H_A$ whose scalar product is given by the generalized Dirichlet form

$$ \mathcal{A}(f, g) = \int A(f)(x) \, \overline{g}(x) \, dx , $$
defined at least for \( f, g \in \mathcal{D} \), with \( \mathcal{D} = \mathcal{D}(\mathbb{R}^d) \).

- A gaussian centered process \( X_A \) with \( H_A \) as Reproducing Kernel Hilbert Space (R.K.H.S.), see [32]. The covariance function \( r \) of \( X_A \)

\[
r(x,y) = \mathbb{E}(X_A(x)X_A(y)),
\]

is the kernel of \( A^{-1} \) (defined on appropriate spaces) and a parametrix of the operator \( A \).

Let us now define a class of symbols and state some precise assumptions for the symbols \( \sigma \) we use.

**Definition 1.1.** A symbol \( \sigma \) defined on \( \mathbb{R}^d \times \mathbb{R}^d \backslash \{0\} \) belongs to \( S^m_n \), \( m \in \mathbb{R}, n \in \mathbb{N} \) if,

1) for any multi-index \( s \) with length \( |s| = s_1 + \cdots + s_d \leq n \), exists \( C_s \) such that

\[
|\partial^s \xi \sigma(x,\xi)| \leq C_s (1 + |\xi|)^{m-|s|}, \quad \text{for } \xi \neq 0,
\]

2) there exists \( \varepsilon > \varepsilon' \geq 0 \) such that

\[
|\sigma(x,\xi) - \sigma(y,\xi)| \leq C (1 + |\xi|)^{m+\varepsilon'} |x-y|^{\varepsilon}.
\]

Note that these properties are not the minimal assumptions which imply continuity of the operator between Sobolev spaces (see [12] for such conditions). But they are the minimal regularity assumptions implying that the symbol behaves "locally as if it were constant in \( x \) at high frequencies", a fact we will need to characterize the local scaling properties of the process \( X \).

**Hypothesis HA \( (m, \gamma) \).** Let \( m \geq 0 \) and \( \gamma > 0 \). \( A = Op(\sigma) \) satisfies hypothesis HA \( (m, \gamma) \) if

- \( \sigma \in S^m_{\gamma + d + 1} \),
- there exists \( c > 0 \) such that

\[
c |\xi|^m \leq \sigma(x,\xi).
\]
- There exist \( C_1 \) and \( C_2 > 0 \) such that

\[
C_1 \int |\xi|^m |\hat{f}(\xi)|^2 \, d\xi \leq (A(f) |f|)_{L^2} \leq C_2 \int (1 + |\xi|)^m |\hat{f}(\xi)|^2 \, d\xi.
\]
Remarks. a) The last inequalities can be rewritten as
\[ C_1\|f\|^2_{H^{m/2}} \leq (A(f)|f)_{L^2} \leq C_2\|f\|^2_{H^{m/2}}. \]

b) The hypothesis \( HA(m, \gamma) \) is related to the existence of a dual process for \( X \) (see [31] or [23]).

Hypothesis \( HAS(m, \gamma) \). We say \( HAS(m, \gamma) \) is satisfied when there exists \( c > 0 \), such that
\[ c (1 + |\xi|^m) \leq \sigma(x, \xi), \quad \text{if } \xi \neq 0 \]
and
\[ (A(f)|f)_{L^2} \sim \|f\|^2_{H^{m/2}}. \]

The model under Hypothesis \( HAS(m, \gamma) \) when \( m > d \). Let us suppose \( m > d \) and \( HAS(m, \gamma) \) holds for the symbol \( \sigma \). Let \( H_A = cl_A(D) \), the closure of \( D = D(R^d) \) with respect to the inner product \( A \). Then \( H^{m/2} = H_A \subset L^2 \subset H'_A \) and \( A^{-1} : H'_A \to H_A \) can be written using the kernel theorem as
\[ A^{-1}f(x) = \int r(x, y) f(y) dy, \]
with \( r \) a continuous kernel on \((R^d)^2\). As \( r \) is symmetric and of positive type we know (see [32]) that there exists a centered gaussian process \( X_A \) with covariance function \( r \). The triple \((A, H_A, X_A)\) satisfies the conditions we ask for our model.

The model under Hypothesis \( HA(m, \gamma) \) when \( m > d \). Let us now suppose only \( HA(m, \gamma) \) holds. As the operator \( A \) may be non-inversible, a definition of \( H_A \) requires more care. In [9] Bourdaud gives a dilation invariant realization of the homogeneous Sobolev space \( H^{m/2} \). Similar ideas will be used here. Let us start with the case that turns out to be the most important for us, for it leads to processes which are limits in law of local renormalisations.

Suppose that \( m - d = 2(l + \alpha) > 0 \) with \( l \) an integer and \( \alpha \in (0, 1) \). Let \( \sigma(\xi) = \|\xi|^mS^2(\xi/|\xi|), A = Op(\sigma) \), where the function \( S \) is continuous on the unit sphere of \( R^d \) and takes only positive values. In this case we set \( H = cl_A(D_0) \) with
\[ D_0 = \left\{ \psi \in D : D^\beta \psi(0) = 0, \text{ if } |\beta| < \frac{m-d}{2} \right\}. \]
Let $W$ be a gaussian white noise on $R^d$. The gaussian process $X_x$ is defined by

\begin{equation}
X_x = \int \exp(i x \xi) \hat{\varphi}(\xi) \frac{d\bar{W}(\xi)}{\sqrt{\sigma(\xi)}},
\end{equation}

where $\exp(y) = e^y - \sum_{0 \leq k \leq l} y^k/k!$. For every $\varphi \in L^2$ let

\begin{equation}
f_\varphi(x) = \int \exp(i x \xi) \hat{\varphi}(\xi) \frac{d\xi}{\sqrt{\sigma(\xi)}}.
\end{equation}

The following result shows that $(A, H, X)$ fullfills our conditions.

**Lemma 1.1.** The symbol $\sigma$ satisfies $HA(m, \gamma)$. The Hilbert space $H$ is the R.K.H.S. of the gaussian process $X$ and we have

\begin{align}
H &= \{ f_\varphi : \varphi \in L^2 \}, \\
A(f_{\varphi_1}, f_{\varphi_2}) &= (\varphi_1 | \varphi_2)_{L^2}.
\end{align}

As this lemma can be deduced from results of [13] we only sketch the proof. It is easy to check that $\{ f_\varphi, \varphi \in L^2 \}$ is a Hilbert space with $A$ as inner product and that (10) holds. We can also notice that for $\psi \in D_0$

$$A(f_\varphi, \psi) = (\sqrt{\sigma} f_\varphi | \sqrt{\sigma} \hat{\psi})_{L^2} = (\hat{\varphi} | \sqrt{\sigma} \hat{\psi})_{L^2}.$$

Therefore if $A(f_\varphi, \psi) = 0$, for all $\psi \in D_0$, we get $\hat{\varphi} = 0$, and then $f_\varphi = 0$. This shows that $D_0$ is dense in $H$ and thus (9) holds. It remains to prove that $H$ is the R.K.H.S. of $X$, i.e. for all $x$ we have

$$f_\varphi(x) = A(K_x, f_\varphi),$$

where $K_x(y) = E(X_x X_y)$ is the covariance function of the process $X$. Since $K_x(y) = f_{k_x}$, where

$$k_x(\xi) = \frac{\exp(-i x \xi)}{|\xi|^{m/2} S(\xi/|\xi|)},$$

thus

$$A(K_x, f_\varphi) = (\hat{\varphi} | \frac{\exp(-i x \xi)}{|\xi|^{m/2} S(\xi/|\xi|)})_{L^2} = f_\varphi(x).$$
Remarks. When $S(\xi) \equiv 1$ and $l = 0$, $X$ is the $d$-dimensional Fractional Brownian motion of order $\alpha$.

If $\alpha = 1$, the integral (8) does not define a process any longer (to study this case, we would have to split the integral). This is coherent with the facts that in this case $\hat{H}^{l+1+d/2}$ has no dilation invariant realization (see [9]) and that a different normalization is required for Elliptic Gaussian Processes of critical order $2l + d$ ($l \in \mathbb{N}$) to have a local asymptotic scaling law.

Finally one should notice that other spaces $H_A$ can be associated with a single operator $A = Op(\sigma)$. But the associated processes are locally the same. For example if Hypothesis HAS $(m, \gamma)$ holds, define $H_A$ (respectively $H_{A,0}$) equal to $c l_A(\mathcal{D})$ (respectively $c l_A(\mathcal{D}_0)$) and denote by $X_A$, $X_{A,0}$ the associated processes. For any open bounded subset $U \subset \mathbb{R}^d \setminus \{0\}$ it is easy to see (think of the brownian motion and bridge) that the laws of the restricted processes are equivalent, that is

\begin{equation}
\text{Law} (X_{A,0}|_U) \equiv \text{Law} (X_A|_U).
\end{equation}

Convention. From now on we suppose the triple $(A, H_A, X_A)$ is given and satisfies the conditions of our model and, unless otherwise specified, Hypothesis HA $(m, \gamma)$.

1.3. Outline of the method.

The method we will use in order to obtain the modulus of continuity and the local scaling laws of the elliptic processes is the following.

a) For an operator $A$ satisfying HAS $(m, \gamma)$ we will construct in Section 2 an orthonormal wavelet basis $\Phi_\lambda$ of $H_A$ indexed by the dyadic cubes, and such that each $\Phi_\lambda$ is localized near the corresponding dyadic cube (precise localization estimates are stated in Theorem 1.1 of Section 1.4). Using the canonical isomorphism between $\mathcal{H}$ and $H_A$ we get

\begin{equation}
X_A(x) = \sum_{\lambda} \xi_\lambda \Phi_\lambda,
\end{equation}

where the $\xi_\lambda$ are independent normalized centered Gaussian; In Section 4, the local properties of the process $X_A$ will be deduced from this decomposition.
b) In the general case HA \((m, \gamma)\) we will perform a modification of the symbol at low frequencies in order to obtain a new process for which the stronger assumption HAS \((m, \gamma)\) holds, and such that the two processes have the same local properties. This will be true because low frequency modifications do not alter such properties as local regularity or asymptotic scaling. Let us state the modification and prove this result. Let \(g\) be a nonnegative function in \(D(\mathbb{R}^n)\) such that \(\text{supp}(g) \subset B(0, 2)\), and

\[
g(\xi) = 1, \quad \text{if } |\xi| \leq 1.
\]

Let \(G\) be the operator of convolution with \(\hat{g}\) and set

\[
A_g = (\text{Id} - G) A (\text{Id} - G) + G.
\]

Clearly, if \(A\) is selfadjoint positive, so is \(A_g\). \(X_A, X_{A_g}\) will denote the associated gaussian elliptic processes.

**Proposition 1.1.** The operator \(A_g\) satisfies \(\text{HAS}(m, \gamma)\) and for any bounded open subset \(U\) of \(\mathbb{R}^d\) such that \(0 \notin U\)

\[
\text{Law}(X_A|_U) = \text{Law}(X_{A_g}|_U).
\]

**Proof of Proposition 1.1.** The symbol \(\sigma_g\) of \(A_g\) is given by

\[
\sigma_g(x, \xi) = g(\xi) + (1 - g(\xi))^2 \sigma(x, \xi) + r(x, \xi),
\]

with \(r(x, \xi)\) a regularizing kernel. It is easy to check that \(\sigma_g\) fulfills the conditions of HA \((m, \gamma)\),

\[
C_1 \int |\xi|^{2s} |\hat{f}(\xi)|^2 \, d\xi \leq \left( A(f) | f \right)_{L^2} \leq C_2 \int (1 + |\xi|^{2s}) |\hat{f}(\xi)|^2 \, d\xi.
\]

The conditions for HAS \((m, \gamma)\) are satisfied because

\[
(A_g(f) | f)_{L^2} \sim \| (\text{Id} - G) f \|_{H^s}^2 + (G(f) | f)_{L^2} \\
\sim \int (1 - g(\xi)) |\xi|^{2s} |\hat{f}(\xi)|^2 \, d\xi + \int g(\xi) |\hat{f}(\xi)|^2 \, d\xi \\
\sim \int (1 + |\xi|)^{2s} |\hat{f}(\xi)|^2 \, d\xi.
\]
Using (11) we can assume that the processes are starting from 0, i.e. the related R.K.H.S. are the closure of \( D_0 \) for \( \mathcal{A} \) and \( \mathcal{A}_g \). The local equivalence result follows from [32, Theorem 8.6] if we check that

i) \( C_U(x, y) := A^{-1}|_{U \times U}(x, y) - A_g^{-1}|_{U \times U}(x, y) \in H^{\otimes 2}_{A_g}(U \times U) \),

ii) \(-1\) is not an eigenvalue of \( C_U : H_{A_g} \to H_{A_g} \).

Let us consider the operator \( B \)

\[
B := A - A_g = GAG - AG - GA + G.
\]  

As the function \( g \) belongs to \( \mathcal{D}(\mathbb{R}^d) \) we know that \( B \) is a regularizing operator;

\[
A^{-1} - A_g^{-1} = A_g^{-1}((I + BA_g^{-1})^{-1} - I)
\]

and

\[
(I + BA_g^{-1})^{-1} = \sum_{n \geq 0} (-1)^n(BA_g^{-1})^n.
\]

Now if we consider the restrictions to open bounded \( U \) which are small enough, the last series converges and the operator \( A^{-1} - A_g^{-1} \) is of Hilbert-Schmidt type with a spectral radius less than 1, so that condition ii) is satisfied.

For the first condition, it is sufficient to show that

\[
(-\Delta)^{m/4}_x(-\Delta)^{m/4}_y C(x, y) \in L^2_{\text{loc}}(\mathbb{R}^d \otimes \mathbb{R}^d).
\]

But, as before

\[
(-\Delta)^{m/4}_x(-\Delta)^{m/4}_y C(x, y) = \sum_{n \geq 1} (-1)^n(-\Delta)^{m/4}_x A_g^{-1}(B A_g^{-1})^n(-\Delta)^{m/4}_x(x, y),
\]

which converges in \( L^2(U \times U) \) for \( U \) small enough, since \( A_g^{-1} \) is an operator of order \(-m\) and \( B \) is regularizing.

Finally we obtain the equivalence of laws for every bounded open subset \( U \) of \( \mathbb{R}^d \setminus \{0\} \), by decomposing \( U \) in a finite number of small enough open subsets.
1.4. Wavelets and pseudodifferential operators.

We will construct a wavelet basis associated with an operator \( A_g \) satisfying \( \text{HAS} (m, \gamma) \). We obtain this basis by applying \( A_g^{-1/2} \) on the “Littlewood-Paley” orthonormal wavelet basis of \( L^2 \) defined by Lemarié and Meyer (see [30]). Let us recall some properties of this basis.

1.4.1. The “Littlewood-Paley” wavelet basis.

There exists \( \phi \) and \( \psi^{(l)} \), \( l \in L := \{0, 1\}^d \setminus \{(0, \ldots, 0)\} \) such that \( \hat{\phi} \) is \( C^\infty \) and supported in the domain \( |\xi| \leq 4\pi / 3 \); \( \psi^{(l)} \) are \( C^\infty \) with support included in the domain \( 2\pi / 3 \leq |\xi| \leq 8\pi / 3 \); the following translations and dilations of these functions

\[
\phi_k(x) = \phi(x - k), \quad k \in \mathbb{Z}^d,
\]
\[
\psi^{(l)}_{j,k}(x) = 2^{j/2} \psi^{(l)}(2^j x - k), \quad j \in \mathbb{N}, \ k \in \mathbb{Z}^d, \ l \in L,
\]

are an orthonormal basis of \( L^2(\mathbb{R}^d) \) (notice that the family \( \{\psi^{(l)}_{j,k} : j \in \mathbb{Z}, \ k \in \mathbb{Z}^d, \ l \in L\} \) is also an orthonormal basis of \( L^2(\mathbb{R}^d) \)).

In order to simplify the notations, let \( \psi^{(0,\ldots,0)}_{0,k} := \phi_k, \ k \in \mathbb{Z}^d \) and

\[
\psi_\lambda := \psi^{(l)}_{j,k}, \ \lambda = (j, k, l) \in \mathbb{Z} \times \mathbb{Z}^d \times L \cup \{0\} \times \mathbb{Z}^d \times \{(0, \ldots, 0)\}.
\]

For a given \( \lambda = (j, k, l) \), the integer \( j \) will be often referred to as \( j_\lambda \), and called the scale of \( \lambda \). By abuse, \( \lambda \) will often be identified with the dyadic point \( \tilde{\lambda} = k 2^{-j} + l 2^{-j-1} \) and the corresponding dyadic cube \( c_\lambda = \tilde{\lambda} + [0, 1]^d 2^{-j-1} \). Let \( \Lambda \) be the set of \( \lambda \)'s such that \( j \geq 0 \), and \( \Lambda \) for the whole set \( (j \in \mathbb{Z}) \).

The correlation (or Gram) matrix of a \( (S(\mathbb{R}^d) \to S'(\mathbb{R}^d)) \) continuous operator \( A \) is

\[
M_A(\lambda, \lambda') = (A(\psi_\lambda) | \psi_{\lambda'})_{L^2}, \quad \lambda, \lambda' \in \Lambda.
\]
1.4.2. Wavelet orthonormal basis associated with a pseudo-differential operator.

Let us define

\[ \Phi_\lambda = A_g^{-1/2}(\psi_\lambda), \quad \lambda \in \Lambda. \]

We can restate the norm equivalence of Proposition 1.1 as follows: 
\( A_g^{-1/2} \) is of the form \( DMD \) with \( M \) bounded on \( l^2 \) and \( D(\lambda, \lambda') = 2^{-jm/2} \delta_{\lambda, \lambda'} \). The important result that we will prove at the beginning of Part 2 is decay of the entries of \( M \): we will show that this matrix is “almost diagonal” (in a sense that will be made precise in Definition 2.1). This will easily imply that the \( \Phi_\lambda \) have the following “wavelet-like” decay properties and have an “asymptotic behavior” for large \( j \)'s.

**Theorem 1.1.** Let \( m, \gamma > 0 \), suppose that Hypothesis HA \((m, \gamma)\) holds and that \( A_g \) satisfies HAS \((m, \gamma)\). The \( \{\Phi_\lambda\}_{\lambda \in \Lambda} \) defined by (17) form an orthonormal basis of \( H_{A_g} \) with the following smoothness and localization properties.

If \( |s| \leq [m/2], \)

\[ |\partial^s \Phi_\lambda(x)| \leq \frac{C_\gamma 2^{j(d/2+|s|)-m/2}}{(1 + 2^j|x - \lambda|)^{d+\gamma}}. \]

If \( |s| = [m/2], \)

\[ |\partial^s \Phi_\lambda(x) - \partial^s \Phi_\lambda(y)| \leq \frac{C_\gamma |x - y|^{m/2-|s|} 2^{jd/2}}{(1 + 2^j|x - \lambda|)^{d+\gamma}}. \]

If \( [m/2] \leq |s| \leq [\gamma + m/2], \)

\[ |\partial^s \Phi_\lambda(x)| \leq \frac{C_\gamma 2^{j(d/2+|s|)-m/2}}{(1 + 2^j|x - \lambda|)^{d+\gamma+m/2-|s|}}. \]

If \( |s| = [\gamma + m/2], \)

\[ |\partial^s \Phi_\lambda(x) - \partial^s \Phi_\lambda(y)| \leq \frac{C_\gamma |x - y|^{\gamma+m/2-|s|} 2^{jd/2}}{(1 + 2^j|x - \lambda|)^{d}}. \]

The following theorem which describes the asymptotic behaviour of the wavelets when \( j \to +\infty \) shows that in this limit the wavelets are
the same as wavelets associated with a Selfsimilar Gaussian Process; thus it will allow us to derive the local scaling properties of the process \( X \).

**Theorem 1.2.** The hypotheses are the same as in Theorem 1.1. Let \((g_\lambda)\) be defined by its Fourier transform as follows

\[
\hat{g}_\lambda(\xi) = (\sigma(\lambda, \xi))^{-1/2} \hat{\psi}_\lambda(\xi).
\]

Then for all \( \varepsilon \), there exists \( J \) such that, for \( s \leq m/2 \) and \( j \geq J \)

\[
|\partial^s g_\lambda(x) - \partial^s \Phi_\lambda(x)| \leq \varepsilon 2^{(d/2 + |s| - m/2)j} (1 + 2^j |x - \lambda|)^{d + \gamma}.
\]

1.4.3. **Remarks.** Let us now give a few remarks concerning the kind of symbols we consider here and the wavelets we use. First we used nonnegative scales \((j \geq 0)\) for the following reason. If we used all the \( \psi^{(f)}_{j,k} \) even for negative and arbitrary large \( j \) (and no \( \phi_k \)) we would not be able to decompose symbols that depend on \( x \) (and then in Part 4, to analyse stochastic processes that have nonstationary increments). In fact when the symbol depends on \( x \) and thus presents oscillation at (say) scale \( 2^{-j_0} \), its action on a wavelet indexed by \(-j \ll -j_0\) does not give a “vaguelette” at scale \( 2^{-j} \); the function we obtain oscillates too much. Thus the matrix of \( A \) in a basis composed of all the \( \psi^{(f)}_{j,k} \) (including negative and arbitrary large \( j \)) would not be “almost diagonal”.

On the other hand, since we have to use the \( \phi(x - k) \) we may not allow the symbol to vanish or to have a pole at \( 0 \); otherwise it would introduce a singularity at \( 0 \).

1.5. **Regularity of the Elliptic Gaussian Processes.**

In this part \( m > d, (l, \alpha) \in \mathbb{N} \times [0, 1] \) is defined by

\[
\frac{m - d}{2} = l + \alpha.
\]

Before giving the uniform modulus and the iterated logarithm law of the processes \( X_A \), let us start with a “global” regularity result which is a straightforward consequence of the wavelet decomposition of \( X_{A_g} \),
under hypothesis HA \((m, \gamma)\) for \(A\). Let us recall that a function \(f\) belongs to the Besov space \(B^{s}_{p,q}\) if

\[
|f|_{s,p,q} := \|f\|_{L^p} + \sum_{|\nu|=|s|} \|\partial^\nu f\|_{\beta,p,q} < \infty,
\]

where

\[
\omega_p(g,t) = \sup_{|\nu| \leq t} \| (g(\cdot + y) - g(\cdot)) \|_{L^p},
\]

\[
\beta = s - [s],
\]

\[
|g|_{\beta,p,q}^q = \int_0^\infty \left( \frac{\omega_p(g,t)}{t^\beta} \right)^q \frac{dt}{t},
\]

with the usual modification when \(q = \infty\). Let us also recall that Sobolev and Hölder spaces are given by \(H^s = B^{s}_{2,2}\) and \(C^s = B^{s}_{\infty,\infty}\).

1.5.2. Regularity of the process \(X_{A_\sigma}\).

**Proposition 1.2.** If the symbol \(\sigma\) satisfies HA \((m, \gamma)\), then,

i) for each \(\Phi \in H_{A_\sigma}\), \(A_{\sigma}(X_{A_\sigma}, \Phi)\) is a well defined random variables of law \(\mathcal{N}(0, \|\Phi\|_{A_\sigma})\);

ii) for each bounded open set \(U \subset \mathbb{R}^d\),

\[
X_{A_\sigma}(x) = \sum_{\lambda \in \Lambda} \Phi_\lambda(x) A_{\sigma}(X_{A_\sigma}, \Phi_\lambda),
\]

with uniform convergence of the series and its derivatives up to order \(l\) on \(U\).

iii) The above series converges locally in \(B^{s}_{p,q}\) when \(s < l + \alpha\) \(\mathbb{P}\) almost surely.

In dimension \(d = 1\) and for the fractional brownian motion of order \(\alpha\), assertion ii) of this proposition is proved in [11]. Note that Besov spaces have also been used by D. Donoho and his collaborators (see [14]) as a particularly convenient setting for wavelet based methods in statistics.
1.5.2. Laws of uniform and local moduli of continuity.

Let us define \( d_{i,s}(x,y) \) \((x,y) \in \mathbb{R}^d \times \mathbb{R}^d, i = 1, 2\) by

\[
d_{1,s}^2(x,y) = \mathbb{E}[(\partial^s X_A(x) - \partial^s X_A(y))^2],
\]

\[
d_{2,s}^2(x,y) = \mathbb{E}\left[\left(\partial^s X_A(x) - 2 \partial^s X_A\left(\frac{x+y}{2}\right) + \partial^s X_A(y)\right)^2\right].
\]

Recall that \( m-d = 2(l+\alpha), l \in \mathbb{N}, 0 < \alpha \leq 1\). For any multi-index \( s \) of length \( |s| = l \) we define,

1) when \( \alpha = 1 \),

\[
c_{2,s}(y) = \limsup_{x \to y} \frac{d_{2,s}(x,y)}{|x-y|}.
\]

and

\[
c_{1,s}(y) = \limsup_{x \to y} \frac{d_{1,s}(x,y)}{|x-y| \sqrt{\log(|x-y|^{-1})}}.
\]

2) When \( \alpha < 1 \),

\[
c_{1,s}(y) = \limsup_{x \to y} \frac{d_{1,s}(x,y)}{|x-y|^\alpha}.
\]

Lemma 1.2. Under the hypothesis \( HA(m,\gamma) \) and if \( |s| = l \), the functions \( c_{1,s}, c_{2,s} \) belong to \( C(\varepsilon^{-1})/2(\mathbb{R}^d) \).

Let us now set, when \( D \) is a bounded open subset of \( \mathbb{R}^d \),

\[
c_{i,s,D} = \sup_{y \in D} c_{i,s}(y).
\]

We can express the main result of this paragraph, where we use the notation, for \( r \) small enough

\[
L(r) = \log \left(\frac{1}{r}\right), \quad L_k(r) = \log \circ \cdots \circ \log \left(\frac{1}{r}\right), \quad k \text{ times}.
\]
Theorem 1.3. Under the hypothesis HA \((m, \gamma)\), if \(m > d\), \(s \in \mathbb{N}^d\),\n\[|s| = l,\]

i) law of the uniform modulus:

- when \(\alpha < 1\),

\[
\limsup_{x, y \in D, |x - y| \to 0} \frac{|\partial^s X_A(x) - \partial^s X_A(y)|}{|x - y|^\alpha \sqrt{L(|x - y|^{d-1})}} = \sqrt{2} d \, c_{1,s,D},
\]

\(\mathbb{P}\) almost everywhere,

- when \(\alpha = 1\),

\[
\limsup_{x, y \in D, |x - y| \to 0} \frac{|\partial^s X_A(x) - 2 \partial^s X_A \left(\frac{x + y}{2}\right) + \partial^s X_A(y)|}{|x - y| \sqrt{L(|x - y|^{d-1})}} = \sqrt{2} d \, c_{2,s,D},
\]

\(\mathbb{P}\) almost everywhere,

and

\[
\limsup_{x, y \in D, |x - y| \to 0} \frac{|\partial^s X_A(x) - \partial^s X_A(y)|}{|x - y| L(|x - y|^{d-1})} = \sqrt{2} d \, c_{1,s,D},
\]

\(\mathbb{P}\) almost everywhere.

ii) Law of the iterated logarithm:

- when \(\alpha < 1\), for all \(y \in \mathbb{R}^d\),

\[
\limsup_{x \to y} \frac{|\partial^s X_A(x) - \partial^s X_A(y)|}{|x - y|^\alpha \sqrt{L_2(|x - y|^{d-1})}} = \sqrt{2} \, c_{1,s}(y),
\]

\(\mathbb{P}\) almost everywhere,

- when \(\alpha = 1\), for all \(y \in \mathbb{R}^d\),

\[
\limsup_{x \to y} \frac{|\partial^s X_A(x) - \partial^s X_A(y)|}{|x - y| \sqrt{L(|x - y|^{d-1})} \sqrt{L_3(|x - y|^{d-1})}} = \sqrt{2} \, c_{1,s}(y),
\]

\(\mathbb{P}\) almost everywhere.
Note that the law of the iterated logarithm may be used to identify the “principal part” of the symbol, when it exists. If we assume that

\[ \sigma(x, \xi) = a_x \left( \frac{\xi}{|\xi|} \right) |\xi|^m + o(|\xi|^m), \]

we will obtain later, see (60), in the case \( \alpha < 1 \), the very explicit formula

\[ c_{1, s}^2(y) = \sup_{|v| = 1} \int_{\mathbb{R}^d} 4 \frac{\sin^2(v \xi/2)}{|\xi|^{d+2a}} a_y(\xi/|\xi|) \, d\xi, \]

(34) shows the precise relationship between the “principal part” of the symbol \( \sigma \) and the exact local modulus of continuity of the process \( X \).

Theorem 1.3 is proved in Section 4. The main idea is first to get the results for the modified process \( X_{A_2} \), using its wavelet decomposition (see Theorem 1.1) and then to transfer the regularity properties of \( X_{A_2} \) to \( X_A \), as a consequence of Proposition 1.1.

1.5.3. Remarks. When comparing (26) with (27), or (28) with (30), or (31) with (32) it appears that the case \( \alpha = 1 \) is critical. In fact this goes back to formula (18) which for \( \alpha = 1, \, |s| = l \) gives

\[ \partial^s \Phi_\lambda(x) - \partial^s \Phi_\lambda(y) \simeq C_\gamma |x - y|, \quad |x - y| \to 0, \]

with \( C_\gamma \) independent of the scale \( j \) of \( \lambda \). Assuming \( \Phi_\lambda \) is supported by the dyadic cube \( c_\lambda \), with center \( \lambda \) and sidelength \( 2^{-j} \), we would have when \( l = 0, \, \alpha = 1, \, |y - x| \leq 2^{-n} \)

\[ \left| \partial^s X(x) - \partial^s X(y) \right| \simeq C \sum_{\lambda \in \Lambda \cap \mathcal{E}, j_\lambda \leq n} 1_{(c_\lambda(x))} \xi_\lambda. \]

(35) will be obtained by studying large deviations for sums of normal random variable indexed by a tree in Section 3.

On the other hand, formula (18) implies that in the case \( \alpha < 1 \) the uniform and local moduli can be studied with sums restricted to the scales \( j \) near \( \log_2(|x - y|) \), so that the proofs of (28) and (31) are close to the proofs of [3].
1.5.4. Comparison with known results.

When the symbol $\sigma$ is a function of $\xi$ only, and $m > d$ the process $X_A$ has stationary increments. Let us then define $\rho(h)$ near the origin by

$$\rho(|x - y|) = d_s(x, y).$$

Kono in [26] assumes that $\sigma^2$ is concave and increasing near 0. Formula (27) shows that, even in the stationary case, none of these two conditions needs to be satisfied. In dimension 1, Marcus [29, Theorem 3.8] obtains the modulus of continuity under wider assumptions than Kono, which however do not include the critical case $\alpha = 1$ that we consider.

The results of Lemma 1.2 imply the hypotheses of Theorem 2.10 in [15] which asserts the existence of a bounded random variable $K(\omega)$ such that if $\alpha < 1$

$$|\partial^s X_A(x) - \partial^s X_A(y)| \leq K(\omega) |x - y|^{\alpha} \log \left(\frac{1}{|x - y|}\right)^{1/2},$$

$\mathbb{P}$ almost surely, and when $\alpha = 1$

$$|\partial^s X_A(x) - \partial^s X_A(y)| \leq K(\omega) |x - y| \log \left(\frac{1}{|x - y|}\right),$$

$\mathbb{P}$ almost surely, which is clearly less accurate than Theorem 1.3 in the elliptic context. If $A = \prod_{i=1}^d (-\Delta + c_i^2)$, the results of Proposition 1.1 are proved in [8]. If $A$ is differential with $C^\infty$ coefficients, it is proved in [1] that

$$\mathbb{P}(X_A \in H^{l-d-\varepsilon}_{\text{loc}}) = 1, \quad \text{for all } \varepsilon > 0.$$  

1.6. Local scaling properties of Elliptic Gaussian Processes.

In this paragraph, we suppose that the symbol $\sigma$ satisfies $HA(m, \gamma)$. We show that the process $X_A$ satisfies some local scaling property when its symbol $\sigma$ admits a “principal part” (which is positively homogeneous).

We will distinguish the two cases $\alpha < 1$ and $\alpha = 1$ ($l$ and $\alpha$ are defined by (22)).
**Definition 1.2.** Suppose that $0 < \alpha < 1$. The E.G.P. $X_A$ is Asymptotically Self Similar (L.A.S.S.) of order $(\alpha, l)$ if

$$\lim_{\rho \to 0^+} \text{Law} \left\{ \frac{(-\Delta)^{l/2} X_A(x + \rho u) - (-\Delta)^{l/2} X_A(x)}{\rho^\alpha}, \ u \in \mathbb{R}^d \right\},$$

exists for every $x$ and is not trivial. $X_A$ is Weakly Asymptotically Self Similar (W.L.A.S.S.) of order $(\alpha, l)$ if for every $x$, we can find a sequence $(\rho_n) \to 0^+$ such that

$$\frac{(-\Delta)^{l/2} X_A(x + \rho_n u) - (-\Delta)^{l/2} X_A(x)}{\rho_n^\alpha}, \ u \in \mathbb{R}^d,$$

converges in law to a non trivial limit.

When $m = d + 2 \alpha$, $0 < \alpha < 1$ ($l = 0$) the following theorem characterizes the L.A.S.S. property. The general case is similar, after $l$ differentiations.

**Theorem 1.4.** If the symbol $\sigma$ satisfies $HA(d + 2 \alpha, \gamma)$ for $0 < \alpha < 1$, the following assertions are equivalent.

i) $X_A$ is a L.A.S.S. of order $(\alpha, 0)$.

ii) For all $x_0 \in \mathbb{R}^d$,

$$\lim_{\rho \to \infty} \frac{\sigma(x_0, \rho \xi)}{\rho^{d+2\alpha}} = \theta_{x_0}(\xi),$$

exists, $\theta$ is an $(d + 2 \alpha)$-homogeneous non trivial symbol and $\theta \in S_{\infty, 0}^{d+2\alpha}$.

iii) For all $x_0 \in \mathbb{R}^d$,

$$\lim_{h \to 0^+} \mathbb{E} \left[ \frac{(X_A(x_0 + hu) - X_A(x_0))^2}{h^{2\alpha}} \right] = c_{x_0}^2(u),$$

exists and the function $c_{x_0}$ is an $\alpha$-homogeneous non trivial function.

We now consider the critical case $\alpha = 1$.

**Definition 1.3.** Suppose that $\alpha = 1$. The E.G.P. $X_A$ belongs to the weakly Locally Critical (W.L.C.) class of order $l$ if for every $x$, we can find a sequence $(\rho_n)$ which goes to $0^+$ such that

$$\frac{(-\Delta)^{l/2} X_A(x + \rho_n u) - (-\Delta)^{l/2} X_A(x)}{\rho_n \sqrt{\log(1/\rho_n)}}, \ u \in \mathbb{R}^d,$$
converges in law to the process \(\{(G, u), u \in \mathbb{R}^d\}\) with \(G\) a gaussian random variable on \(\mathbb{R}^d\). It belongs to the Locally Critical (L.C.) class of order \((\alpha, l)\) if for every \(x\) there exists \(G\) a gaussian random variable on \(\mathbb{R}^d\) such that

\[
\lim_{\rho \to 0^+} \text{Law} \left\{ \frac{(-\Delta)^{1/2} X_A(x + \rho u) - (-\Delta)^{1/2} X_A(x)}{\rho \sqrt{\log(1/\rho)}} , u \in \mathbb{R}^d \right\} = \text{Law} \{(G, u), u \in \mathbb{R}^d\}.
\]

for every \(x\).

The following theorem gives a characterization of the Locally Critical class.

**Theorem 1.5.** If the symbol \(\sigma\) satisfies HA \((d + 2, \gamma)\), the following assertions are equivalent.

i) \(X_A\) is Locally Critical of order 0.

ii) For all \(x_0 \in \mathbb{R}^d\),

\[
\lim_{\rho \to \infty} \frac{\sigma(x_0, \rho \xi)}{\rho^{d+2}} = \theta_{x_0}(\xi),
\]

exists and \(\theta_{x_0}\) is an \((d + 2)\)-homogeneous and non trivial symbol which belongs to \(S_{\infty,0}^{d+2}\).

iii) For all \(x_0 \in \mathbb{R}^d\)

\[
\lim_{h \to 0^+} \mathbb{E} \left[ \frac{(X_A(x + hu) - X_A(x))^2}{h^2 \log(1/h)} \right] = c_{x_0}^2(u),
\]

exists and the function \(c_{x_0}\) is an \(1\)-homogeneous non trivial function.

Condition (38) or (40) means that the symbol has the following asymptotic behavior

\[
\sigma(x, \xi) = h(x) F \left( \frac{\xi}{|\xi|} \right) |\xi|^m + o(|\xi|^m),
\]

it excludes symbols which have some slow oscillations at high frequencies like

\[
\sigma(x, \xi) = |\xi|^m (1 + \sin^2(\log(1 + |\xi|^2)))
\]
such symbols give rise to processes which belongs only to the above weak classes. More precisely, let us consider a symbol $\sigma$ such that

$\sigma(\xi) = \sigma_0(\xi) f(\xi),$ \hspace{1cm} (41)

where the symbol $\sigma_0$ is supposed to satisfy one of the equivalent conditions of Theorem 1.4. Let $X_0$ be the gaussian process associated to $\sigma_0$, which belongs to the L.A.S.S. class of order $(\alpha, 0)$.

**Proposition 1.3.** Let $f$ be an even and $C^\infty$ function on $\mathbb{R}^d$ such that the operator of symbol $1/f$ is positive definite, $1/f$ belongs to $L^{1}_{\text{loc}}$ and, for all $s \in \mathbb{N}^d$ there exists $C_s > 0$ such that

$$|\partial^s f(\xi)| \leq C_s (1 + |\xi|)^{-|s|}.$$  

The gaussian process associated with $\sigma$ in (41) belongs to the W.L.A. S.S. class of order $(\alpha, 0)$. Moreover $X$ belongs to the L.A.S.S. class of order $(\alpha, 0)$ if and only if $\lim_{|\xi| \to \infty} f(\xi)$ exists and does not vanish.

The proofs of the local scaling properties are given in Part 5.

### 1.7. Complements.

We now consider two interesting cases that do not fit strictly speaking in the framework of Elliptic Gaussian Random Fields (E.G.R.F.), but can nonetheless be studied by the methods introduced in this paper. First we will consider the Generalized Gaussian Processes where the order of $A$ is less than $d/2$; in that case the corresponding process is no more a function but a distribution. The second one is a Fractional Brownian motion of nonconstant order that we will define in (42). It will not be an E.G.R.F. but we will see that there is also a wavelet basis “adapted” to this process so that the technique we developed will immediately yield its regularity and scaling properties.

#### 1.7.1. Extension to Generalized Gaussian Processes.

For the sake of simplicity we will consider only two cases which are important in applications: the “$1/f$ noise” which is used in signal
analysis (see [28]) and the “free field” which is used in quantum field theory (see [6] and [7]).

We consider in dimension 1 the operator $A = (-\Delta)^{1/2}$; the process $X_A$ is no longer a random function, but a random distribution, i.e. a Generalized Gaussian Process (G.G.P.) which is called the $1/f$ noise (see [33]), because of its spectral function. 

Let now $d \geq 2$, $q \in \mathbb{R}^+$ and $A = -\Delta + q^2$. The process associated with $A$ is by definition the free field of mass $q$.

In both situations, let us define a “truncated process” as follows

$$X_n(x) = \sum_{\lambda \subset E, j_\lambda \leq n} \Phi_\lambda(x) \xi_\lambda,$$

with $E = (0,1)^d$.

**Theorem 1.6.** For every $d \in \mathbb{N}^*$ there exists $C_d > 0$ such that,

1) if $d = 1$ or 2,

$$\limsup_{n \to \infty} \frac{1}{n} \sup_{x \in E} |X_n(x)| = C_d, \quad \mathbb{P} \text{ almost everywhere},$$

2) if $d > 2$,

$$\limsup_{n \to \infty} \sqrt{\frac{2^{-n(d-1)}}{n}} \sup_{x \in E} |X_n(x)| = C_d, \quad \mathbb{P} \text{ almost everywhere}.$$

This result, which will be proved in Section 5, shows the rate of divergence in the space of bounded functions of the processes $X_n$ which are approximations of $X$ in the distribution sense. If $d = 1$, we see that $X_n$ diverges very slowly. This shows why the fact that $X$ is not a function but a distribution is hard to detect on numerical simulations, see [33]. In field theory [8] the difficulties of the renormalization increase with $d$ (If $d = 4$, $|X_n|_\infty$ diverges like $\sqrt{n} 2^3 n^{d/2}$ which shows one of the reasons of the difficulty of $\Phi_4$ theory). We must also mention the connected work [6] where the renormalisation of sums like

$$X_n(x) = \sum_{j_\lambda \leq n} \phi_\lambda(x) \xi_\lambda 2^{j_\lambda d/2},$$

is studied when the $\xi_\lambda$ are Rademacher or Gaussian random variables $\xi_\lambda$, and $\phi_\lambda(x)$ is the indicatrix function of a dyadic cell $\lambda$. 
1.7.2. Multifractional Brownian Motion.

Let us state the definition we adopt for the Multifractional Brownian Motion which extends (8).

**Definition 1.4.** Let \( a \in C^r(\mathbb{R}^d, (0,1)) \) for some \( r > \sup a(x) \) and \( W \) a white noise. The Multifractional Brownian motion of order \( a(x) \) is defined by

\[
B_a(x) = \int e^{ix\xi} - 1 \frac{1}{|\xi|^{a(x)+d/2}} \overline{dW(\xi)}.
\]

The function \( C : \mathbb{R}^d \to \mathbb{R} \) defined by

\[
C^2(x) = \int \frac{1 - \cos^2(x\nu)}{|\nu|^{d+2a(x)}} \, d\nu,
\]

belongs to \( C^r(\mathbb{R}^d) \) and

\[
\mathbb{E}(|B_a(x+h) - B_a(x)|^2) = C^2(x)|h|^{2a(x)} + o(h).
\]

In order to obtain a wavelet decomposition of \( B_a \), one uses the following decomposition of the white noise on the Fourier transforms of the Littlewood-Paley wavelet basis

\[
dW(\xi) = \sum \eta_\lambda \hat{\psi}_\lambda(\xi) \, d\xi,
\]

where the \( \eta_\lambda \) are i.i.d. standard gaussian; if

\[
\omega_\lambda(x) = \int e^{ix\xi} - 1 \frac{1}{|\xi|^{a(x)+d/2}} \hat{\psi}_\lambda(\xi) \, d\xi,
\]

then

\[
B_a(x) = \sum \eta_\lambda \omega_\lambda(x)
\]

and the following result will be a consequence of “vaguelettes” decay estimates for the \( \omega_\lambda \). In this part we define \( a_E = \inf_{x \in E} a(x) \), \( C_E = \sup_{x \in a^{-1}(a_E) \cap E} C(x) \), when \( E \) is a bounded open set.
Theorem 1.7. Let $E$ be an open bounded set. The Multifractional Brownian motion $B_a$ satisfies the following law of the uniform modulus of continuity

\begin{equation}
\limsup_{x,y \in E, |x-y| \to 0} \frac{|B_a(x) - B_a(y)|}{|x - y|^{a \vee \alpha} \sqrt{\log(1/|x - y|)}} = C_E \sqrt{d},
\end{equation}

$\mathbb{P}$ almost everywhere, and the law of the iterated logarithm, for all $y \in \mathbb{R}^d$

\begin{equation}
\limsup_{x \to y} \frac{|B_a(x) - B_a(y)|}{|x - y|^{a(y) \vee \alpha(y) \vee \alpha} \sqrt{\log \log(1/|x - y|)}} = \sqrt{2} C(x),
\end{equation}

$\mathbb{P}$ almost everywhere. Furthermore, $B_a$ is Asymptotically Self Similar of order $a(x_0)$ at $x_0$; i.e.

\begin{equation}
\lim_{\rho \to 0^+} \text{Law}\left\{ \frac{B(x_0 + \rho u) - B(x_0)}{\rho^{a(x_0)}} \right\} = \text{Law}\left\{ B_a(x_0) \right\}, \quad u \in \mathbb{R}^d
\end{equation}

The reader can check that the same analysis would work after introducing in (42) a directional dependancy $S(\xi)$.

2. Wavelets and Elliptic Operators.

In this part we will construct the wavelet basis of $H_A$ and prove Theorems 1.1 and 1.2 under regularity hypotheses on the symbol $\sigma$. We will also prove the equivalence in law stated in Proposition 1.1. This opens the way to Theorem 1.3 (proved in Section 4) which gives the uniform and local moduli of continuity of the process.

2.1. Wavelet matrices of pseudodifferential elliptic operators.

The basic idea here is not to work directly on the operator itself but rather on the infinite matrix of its coefficients on a wavelet basis. We will show that the matrices of the pseudodifferential operators we consider and of their inverses are of the form $DMD$ where $D$ is a diagonal matrix in a wavelet basis whereas $M$ and $M^{-1}$ are “almost diagonal” in the following sense (see [30]).
Definition 2.1. 1) A matrix $M(\lambda, \lambda')$ belongs to the algebra $\mathcal{M}^\gamma$ if

$$|M(\lambda, \lambda')| \leq C \omega_\gamma(\lambda, \lambda'),$$

where

$$\omega_\gamma(\lambda, \lambda') = \frac{2^{-d/2+\gamma|j-j'|}}{(1 + |j - j'|^2)(1 + 2\text{int}(j\lambda')|\lambda - \lambda'|^{d+\gamma})}.$$

2) A matrix $M(\lambda, \lambda')$ belongs to $\mathcal{M}^{\gamma, m}$ ($m \in \mathbb{R}$) if $M = D\overline{M}D$ with $\overline{M} \in \mathcal{M}^\gamma$ and $D(\lambda, \lambda') = 2^{jm/2} \delta_{\lambda, \lambda'}$.

For operators, we have the corresponding classes.

Definition 2.2. An operator $A$ belongs to $\text{OP}(\mathcal{M}^{\gamma, m})$ if its matrix $M_{\lambda, \lambda'} = \langle A(\psi_\lambda) | \psi_{\lambda'} \rangle$ in the “Littlewood-Paley” wavelet basis belongs to $\mathcal{M}^{\gamma, m}$.

The following Proposition shows that the class of symbols considered here is related to the class of matrices just defined. Therefore let

$$\delta(m, \gamma) := \min \left\{ \lceil \gamma \rceil + 1, \frac{m}{2} \right\}.$$

Proposition 2.1. If the symbol $\sigma$ satisfies $\text{HA}(m, \gamma)$, then $A \in \text{OP}(\mathcal{M}^{\delta, m})$, for all $\delta < \delta(m, \gamma)$.

The following theorem asserts a kind of symbolic calculus for the operators we consider.

Theorem 2.1. If $A$ satisfies $\text{HAS}(m, \gamma)$, $A^{-1}$ belongs to $\text{OP}(\mathcal{M}^{\delta, -m})$, for all $\delta < \delta(m, \gamma)$.

We now prove Proposition 2.1. Let $r = \lceil \gamma \rceil + d + 1$, $\delta = \delta(m, \gamma)$. We know that $\sigma$ belongs to $S_{r}^m$. Denote by $M_{\lambda, \lambda'}$ the entries of $M_A$, the matrix of $A$ in $(\psi_\lambda)_{\lambda \geq 0}$. Since $A$ is self-adjoint, we consider only the case $j' \geq j$;

$$M_{\lambda, \lambda'} = \int \int \sigma(x, \xi) e^{i\xi \lambda} \tilde{\psi}_{\lambda}(\xi) \psi_{\lambda'}(x) \, dx \, d\xi$$

$$= 2^{d(j' - j)/2} \int \int \sigma(x, \xi) e^{i(x - \lambda)\xi} \tilde{\psi}_{\lambda}(\xi) \left( \frac{\xi}{2\beta} \right) \psi_{\lambda'}(2\beta x - k') \, dx \, d\xi.$$
and thus

\[ M_{\lambda, \lambda'} = 2^{-d(j'-j)/2} \int \int \sigma \left( \frac{x}{2^j} + \lambda', 2^j \xi \right) \cdot e^{i(x/2^{j'} + \lambda' - \lambda) 2^j \xi} \hat{\psi}^{(l)}(\xi) \psi^{(l)}(x) \, dx \, d\xi. \]  

Since the functions \( \psi^{(l)} \) have fast decay, there exists a \( K > 0 \) such that, for all \( l \in \{0, 1\}^d \) and \( \rho \geq 1/2 \),

\[ \int_{|x| > \rho/2^d} |\psi^{(l)}(x)| \, dx \leq K \rho^{-r}. \]  

We distinguish two more cases.

**Case 1.** \( l' \neq 0 \) and \( 2^j |\lambda - \lambda'| < 1/2 \).

The function \( F(\lambda, \lambda', x, \xi) = \sigma(x + \lambda, \xi) e^{i(x + \lambda' - \lambda) \xi} \) satisfies estimates (6) and (7). Thus, since \( \psi^{(l)} \) has a vanishing integral

\[ M_{\lambda, \lambda'} = 2^{-d(j'-j)/2} \int \int F(\lambda, \lambda', 2^{-j} x, 2^j \xi) \hat{\psi}^{(l)}(\xi) \psi^{(l)}(x) \, dx \, d\xi \]

\[ = 2^{-d(j'-j)/2} \int \int (F(\lambda, \lambda', 2^{-j} x, 2^j \xi) - F(\lambda, \lambda', 0, 2^j \xi)) \cdot \hat{\psi}^{(l)}(\xi) \psi^{(l)}(x) \, dx \, d\xi, \]

so that

\[ |M_{\lambda, \lambda'}| \leq C_0 2^{-d(j'-j)/2} \int |2^{-j} x|^c (1 + 2^j |\xi|)^{m+\varepsilon} |\hat{\psi}^{(l)}(\xi)| |\psi^{(l)}(x)| \, dx \, d\xi \]

\[ \leq C_1 2^{-(d/2+\varepsilon+m/2)(j'-j)/2} m j / 2^2 m j / 2 \]

\[ \leq C_2 \omega_{\delta}(m, \gamma)(\lambda, \lambda'). \]

**Case 2.** \( 2^j |\lambda - \lambda'| \geq 1/2 \).

Let

\[ J := 2^{-d(j'-j)/2} \int_{|x| > \rho/2^d} \sigma \left( \frac{x}{2^j} + \lambda', 2^j \xi \right) e^{i(x/2^{j'} + \lambda' - \lambda) 2^j \xi} \cdot \hat{\psi}^{(l)}(\xi) \psi^{(l)}(x) \, dx \, d\xi. \]
Using (50) and hypothesis HA \((m, \gamma)\), we have
\[
|J| \leq C_3 2^{-d(j'-j)} \int \int_{|x| > \rho/2d} (1 + 2^j |\xi|)^m |\hat{\psi}^{(t)}(\xi)| |\psi^{(t)}(x)| \, dx \, d\xi \\
\leq C_4 2^{-d(j'-j)/2 + m \frac{j}{2^j}} \rho^{-r}
\]
if \(\rho \geq 1/2\). With \(\rho = 2^j |\lambda' - \lambda|\) we obtain
\[
|J| \leq C_4 \frac{2^{-d(j'-j)/2 + m \frac{j}{2^j}}}{2^{r \frac{j}{2}}} \frac{2^{-(d/2 + m/2 + r)(j'-j)}}{(2j|\lambda' - \lambda|)^r}.
\]
The result will be achieved if we get a similar bound for
\[
\tilde{M}_{\lambda', \lambda} = 2^{-d(j'-j)/2} \int \int_{|x| \leq 2^j |\lambda' - \lambda|/2d} \sigma \left( \frac{x}{2^j} + \lambda', 2^j \xi \right) e^{i(x/2^j + \lambda' - \lambda)2^j \xi} \\
\times \hat{\psi}^{(t)}(\xi) \psi^{(t)}(x) \, dx \, d\xi.
\]
In fact there exists a coordinate direction, say the \(k^{th}\) one, such that
\[
|\lambda'_k - \lambda_k| \geq \frac{1}{d} |\lambda' - \lambda|.
\]
Integrating by parts \(r\) times in the direction \(k\), we get
\[
\tilde{M}_{\lambda', \lambda} = 2^{-d(j'-j)/2} \\
\int \int_{|x| \leq 2^j |\lambda' - \lambda|/2d} e^{i(x/2^j + \lambda' - \lambda)2^j \xi} \\
\times \frac{1}{2^j} \left( \frac{\sigma}{2^j} + \lambda', 2^j \xi \right) \hat{\psi}^{(t)}(\xi) \psi^{(t)}(x) \, dx \, d\xi.
\]
In the domain of integration, \(|x_k/2^j + \lambda'_k - \lambda_k| \geq \left( (\lambda - \lambda')/(2d) \right) \) so that
\[
|\tilde{M}_{\lambda', \lambda}| \leq C_5 \frac{2^{-d(j'-j)/2}}{(2j|\lambda' - \lambda|)^r} \\
\int \int \left| \frac{\sigma}{2^j} + \lambda', 2^j \xi \right| \hat{\psi}^{(t)}(\xi) \psi^{(t)}(x) \, dx \, d\xi \\
\leq C_6 \frac{2^{-d(j'-j)/2}}{(1 + 2j|\lambda' - \lambda|)^r} 2^{mj} \int |\psi^{(t)}(x)| \, dx \\
\leq C_7 2^{mj/2} 2^{m j/2} \frac{2^{-(d/2 + m/2)(j'-j)}}{(2j|\lambda' - \lambda|)^r}.
\]
Observe that if \(2^j |\lambda - \lambda'| < 1/2\) and \(l' = 0\) we have necessarily \(j' = j = 0\) and thus \(|k + l/2 - k'| < 1/2\), which gives \(\lambda = \lambda'\); hence Proposition 2.1.

2.2. Construction of the wavelets.

In all this subsection we suppose that \(\text{HAS} (m, \gamma)\) holds and we will construct the basis \((\Phi_\lambda)\) under this hypothesis. We define \(\Phi_\lambda = A^{-1/2}(\psi_\lambda)\), where we can use for instance Kato’s formula to define \(A^{-1/2}\)

\[
A^{-1/2} = \frac{2}{\pi} \int_0^\infty \frac{dt}{t^2 \text{Id} + A}.
\]

The fact that the \((\Phi_\lambda)\) form an orthonormal basis of \(L_A\) is just an algebraic computation since the definition of \(A^{-1/2}\) is such that \(A^{-1/2}\) is a positive selfadjoint operator satisfying \(A^{-1/2} \circ A^{-1/2} = A^{-1}\).

Let us recall that a family of functions \((f_\lambda)\) is a system of \(\delta\)-vaguelettes if and only if the matrix of the family in any wavelet basis (with regularity strictly larger than \(\delta\)) belongs to \(\mathcal{M}\).

**Proposition 2.2.** We have \(\Phi_\lambda = 2^{-mj/2} \zeta_\lambda\) where \(\zeta_\lambda\) are \(\delta\)-vaguelettes for every \(\delta < \delta(m, \gamma)\).

Let us sketch the proof of Proposition 2.2. Let \(t \geq 0\). We define \(H(t)\) as the completion of \(\mathcal{D}(\mathbb{R}^d)\) for the norm

\[
\|u\|_{H(t)}^2 = \langle (t^2 \text{Id} + A)u \mid u \rangle.
\]

**Lemma 2.1.** Wavelets are an unconditional basis of \(H(t)\) and the following norm equivalences (uniform in \(t\)) hold

\[
\|u\|_{H(t)}^2 \sim \|u\|_{H^m}^2 + t^2 \|u\|_{L^2}^2 \sim \sum_{\lambda} |U_\lambda|^2 \theta_\lambda^2,
\]

where \(U_\lambda\) are the wavelet coefficients of \(u\) and \(\theta_\lambda = \sqrt{t^2 + 2^m j}\).

The first equivalence is nothing but the assumption \(H1\) on \(A\), and the second comes from the wavelet characterization of \(H^s\) (see [30]).
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Proposition 2.3. The following decomposition holds

\[ t^2\text{Id} + M = D'\overline{N}D', \]

where \( D' \) is diagonal on the \( L^2 \)-orthonormal (Littlewood-Paley) wavelet basis, \( D' = \text{Diag}(\theta_\lambda) \) and for all \( \delta < \delta(m, \gamma) \), \( \overline{N} \) and \( \overline{N}^{-1} \) belongs to \( \mathcal{M}^\delta \) (uniformly in \( t \)).

Let us admit this proposition for now and see why Proposition 2.2 is a consequence of Proposition 2.3. Using the definition of \( A^{-1/2} \), we have the following estimate for the matrix coefficients of \( A^{-1/2} \)

\[ |M_{\lambda, \lambda'}^{-1/2}| \leq \frac{2}{\pi} \int_0^\infty \frac{1}{\sqrt{t^2 + 2mj}} |\omega(\lambda, \lambda', t)| \frac{1}{\sqrt{t^2 + 2m\overline{j}}} dt, \]

where \( \omega(\lambda, \lambda', t) = \overline{N}^{-1} \). But for every \( \delta < \delta(m, \gamma) \) the Proposition 2.3 gives

\[ |\omega(\lambda, \lambda', t)| \leq C \omega_\delta(\lambda, \lambda'), \]

uniformly in \( t \) (see the definition of \( \omega_\delta(\lambda, \lambda') \) in Definition 2.1). Thus

\[ |M_{\lambda, \lambda'}^{-1/2}| \leq C \omega_\delta(\lambda, \lambda') \int_0^\infty \frac{1}{\sqrt{t^2 + 2mj}} \frac{1}{\sqrt{t^2 + 2m\overline{j}}} dt, \]

hence

\[ |M_{\lambda, \lambda'}^{-1/2}| \leq C \omega_\delta(\lambda, \lambda') (1 + |j - j'|) 2^{-m \sup(j, j')}/2, \]

and since \( \Phi_\lambda = \sum_{\lambda'} M_{\lambda, \lambda'}^{-1/2} \psi_{\lambda'} \), we have \( \Phi_\lambda = 2^{-mj/2} \sum_{\lambda'} \theta_{\lambda, \lambda'} \psi_{\lambda'} \) where \( \theta_{\lambda, \lambda'} \) belongs to \( \mathcal{M}^{\gamma'} \) for any \( \gamma' < \delta(m, \gamma) \). Hence Proposition 2.2.

We will now prove Proposition 2.3. In the following, \( t \geq 0 \) will be fixed; the dependency of the coefficients in \( t \) will often be forgotten, but all estimates will be uniform in \( t \).

From Theorem 2.1 we have

\[ M = DND, \]

where \( D \) is diagonal, \( D = \text{Diag}(2^{mj/2}) \), and \( N \in \mathcal{M}^{\gamma'} \) for any \( \gamma' < \delta(m, \gamma) \); then we get

\[ t^2\text{Id} + M = D'\overline{N}D', \]
with
\[ \tilde{N}_{\lambda,\lambda'} = \frac{t^2 \delta(\lambda,\lambda') + 2m(j+j')/2 N_{\lambda,\lambda'}}{\sqrt{t^2 + 2mj \sqrt{t^2 + 2mj}}}, \]

where \( \delta(\lambda,\lambda') \) is the Kronecker symbol. As \( N \in \mathcal{M}^\gamma \), for all \( \gamma' < \delta(m, \gamma) \) we obtain the same property for \( \tilde{N} \) and the first part of Proposition 2.3 is proved. We prove the second part after a study of invertibility of operators in the algebra \( \mathcal{M}^\gamma \) performed in the next subsection. Basically, we will “freeze” the coefficients of the operator \( t^2 \text{Id} + M \) at the center of the “numerical support” of the wavelets. The matrix of \( t^2 \text{Id} + M \) in a wavelet basis will thus be approximated by another matrix that will be “invertible in \( \mathcal{M}^\gamma \) for large \( j \)’s”. We will give a precise definition of these approximations of matrices, and this will lead to the “symbolic calculus” result stated in Theorem 2.1. In Subsection 2.4, these general results will be applied to the operator \( t^2 \text{Id} + M \).

2.3. The “quasi-ideals” \( \mathcal{I}^\delta \).

**Definition 2.3.** A matrix \( S \) belongs to \( \mathcal{I}^\delta \) if \( S \in \mathcal{M}^\delta \) and for all \( \varepsilon > 0 \) exists \( J \) such that \( j \geq J \) or \( j' \geq J \) implies
\[ |S_{\lambda,\lambda'}| \leq \varepsilon \omega_\delta(\lambda, \lambda'). \]

**Remark.** Suppose that \( M \in \mathcal{M}^\delta \) and \( \delta' < \delta \). Then \( M \in \mathcal{I}^{\delta'} \) if for all \( \varepsilon, \ C > 0 \), there exists \( J \) such that if \( j \) or \( j' \geq J \),
\[ |j - j'| \leq C \quad \text{and} \quad |k2^{-j} - k'2^{-j'}| \leq C2^{-j} \quad \text{implies} \quad |M_{\lambda,\lambda'}| \leq \varepsilon. \]

In fact if \( j \) and \( j' \) are small, there is nothing to prove, and if either \( |j - j'| \) or \( |k2^{-j} - k'2^{-j'}| \) is large, the result holds because \( \omega_\delta(\lambda, \lambda') \leq \varepsilon \omega_{\delta'}(\lambda, \lambda') \).

**Lemma 2.2.** If \( S \in \mathcal{I}^\delta \) and \( M \in \mathcal{M}^\delta \) then for all \( \delta' < \delta \), \( SM \in \mathcal{I}^{\delta'} \) and \( MS \in \mathcal{I}^{\delta'} \).

Note that \( \mathcal{I}^\delta \) is not an ideal in the algebra \( \mathcal{M}^\delta \). The above lemma shows that it shares the same property as ideals if we are ready to admit an arbitrary small loss on the value of \( \delta \).

Let
\[ \text{dist}(\lambda, \lambda') = |j - j'| + |\tilde{\lambda} - \tilde{\lambda}'|, \]
which gives a distance on \( \Lambda \). We can now sketch the proof of this lemma. We know that \( SM \in \mathcal{M}^\delta \). If \( \lambda \) and \( \lambda' \) are distant (\(|j - j'| \) large or \(|k/2^j - k'/2^{j'}| \) large) then \( \omega_\delta(\lambda, \lambda') \leq \varepsilon \omega_\delta(\lambda, \lambda') \) hence the result in that case.

Suppose now that \( \lambda \) and \( \lambda' \) are close; if \( j \) is small, we have nothing to prove. If \( j \) (and thus \( j' \)) is large

\[
|SM_{\lambda, \lambda'}| = \left| \sum_{\lambda''} S_{\lambda, \lambda''} M_{\lambda'', \lambda'} \right|
\leq \sum_{\lambda''} \varepsilon \omega_\delta(\lambda, \lambda') \omega_\delta(\lambda'', \lambda')
\leq C \varepsilon \omega_\delta(\lambda, \lambda').
\]

Hence the lemma in this case. The proof for \( MS \) is the same.

The importance of \( \mathcal{I}^\delta \) comes from the following Proposition which shows that \( \mathcal{I}^\delta \) will play a role similar to compact perturbations of invertible operators.

**Proposition 2.4.** Suppose that \( M \) and \( M^{-1} \) belong to \( \mathcal{M}^\delta \) and that \( S \) belongs to \( \mathcal{I}^\delta \). If \( M + S \) is invertible on \( l^2 \) then \((M + S)^{-1} \in \mathcal{M}^\delta \) and for all \( \delta' < \delta \), \((M + S)^{-1} - M^{-1} \in \mathcal{I}^{\delta'} \).

**Proof of Proposition 2.4.** The first step is to reduce the proposition to the case where \( S_{\lambda, \lambda'} = 0 \) if \( j \geq J \) or \( j' \geq J \). Let \( \overline{S} \) the restriction of \( Q \) to indexes \((\lambda, \lambda')\) such that \( j \geq J \) or \( j' \geq J \). The norm of \( \overline{S} \) in \( \mathcal{I}^\delta \) can be made arbitrarily small by choosing \( J \) large enough. The set of invertible elements in an algebra being open, \( M + \overline{S} \) will be invertible if \( J \) is large enough, hence the reduction that we claimed. We suppose now \( S_{\lambda, \lambda'} = 0 \) if \( j \geq J \) or \( j' \geq J \). We have

\[
M + S = M (\text{Id} + M^{-1} S)
\]

and

\[
(\text{Id} - M^{-1} S)^{-1} = \text{Id} + M^{-1} S (\text{Id} - M^{-1} S)^{-1}.
\]

Let \( E \) be the restriction of \( M^{-1} \) to the indexes \((\lambda, \lambda')\) such that \( j \leq J \) and \( j' \leq J \), and \( E_{\lambda, \lambda'} = 0 \) elsewhere. Then, one easily checks that \( \text{Id} - E S \) is invertible, and that \( S (\text{Id} - M^{-1} S)^{-1} = Q (\text{Id} - ES)^{-1} \).

The fact that \( \text{Id} - ES \) belongs to \( \mathcal{M}^\delta \) is equivalent to

\[
(\text{Id} - ES)_{\lambda, \lambda'} \leq C \frac{1}{1 + \text{dist}(\lambda, \lambda')^{d+\delta}},
\]

where \( \text{dist}(\lambda, \lambda') \) is the distance between \( \lambda \) and \( \lambda' \).
for all \( j, j' \leq J \). The set of indexes we consider is a subset of \( \mathbb{Z}^d \times [0, \ldots, J] \). If it were a subset of \( \mathbb{Z} \), a symbolic calculus result (see [21]) would show that (55) and the \( l^2 \)-inversibility of \((\text{Id} - ES)\) imply that estimate (55) holds for the invert of \( \text{Id} - ES \), hence that \((\text{Id} - ES)^{-1} \) is in \( \mathcal{M}^\delta \) since all other non-diagonal entries of this matrix vanish. Actually, one checks by inspection that theorem of [21] also holds in the \( d \)-dimensional case.

Thus \((M + S)^{-1} \in \mathcal{M}^\delta\). Actually

\[
(M + S)^{-1} - M^{-1} = M^{-1}S(\text{Id} - ES)^{-1}M^{-1}
\]

and since \( S \in \mathcal{I}^\delta \), Lemma 2.2 implies that \((M + S)^{-1} - M^{-1} \in \mathcal{I}^{\delta'}\) for all \( \delta' < \delta \).

**Corollary 2.1.** Suppose that \( P \in \mathcal{M}^\delta \) and is selfadjoint positive and invertible on \( l^2 \). If there exists \( Q \in \mathcal{M}^\delta \) such that \( PQ - \text{Id} \in \mathcal{I}^\delta \) then

\[
P^{-1} \in \mathcal{M}^\delta \quad \text{and} \quad P^{-1} - Q \in \mathcal{I}^\delta, \quad \text{for all } \delta' < \delta.
\]

**Proof.** Let \( J > 0 \) be given. By hypothesis \( PQ = \text{Id} + R + S \) where \( R_{\lambda, \lambda'} = 0 \) if \( j \leq J \) or \( j' \leq J \) and \( \varepsilon = \|S\|_{\mathcal{M}^\gamma} \) can be chosen arbitrarily small if \( J \) is large enough. Let \( I_J \) be the operator

\[
\begin{cases}
(I_J)_{\lambda, \lambda'} = 1, & \text{if } \lambda = \lambda' \text{ and } j \leq J, \\
(I_J)_{\lambda, \lambda'} = 0, & \text{else}.
\end{cases}
\]

For \( \theta > 0 \) we consider \( A(B + \theta I_J) = \text{Id} + R + \theta P I_J + S \). First note that if \( \theta \) is large enough \( R + \text{Id} + \theta A I_J \) is invertible on \( l^2 \) because, decomposing the matrices according to their action on \( j \leq J \) and \( j > J \), we can write

\[
P = \begin{pmatrix} P_1 & P_3 \\ P_2 & P_4 \end{pmatrix}, \quad R = \begin{pmatrix} R' & 0 \\ 0 & 0 \end{pmatrix}.
\]

Thus

\[
\text{Id} + R + \theta P I_J = \begin{pmatrix} R' + \text{Id} + \theta P_1 \\ \theta P_2 \end{pmatrix} \text{Id}.
\]

Since \( P \) is selfadjoint positive invertible, \( P_1 \) has the same property, and

\[
\|P_1\| \leq \|P\| \quad \text{and} \quad \|P_1^{-1}\| \|P^{-1}\|.
\]
Thus choosing \( \theta \) large enough, \( \text{Id} + R' + \theta P_1 \) is invertible, and, using the same argument as in the proof of Proposition 2.4, its inverse belongs to \( \mathcal{M}^\delta \).

The inverse of \( \text{Id} + R + \theta PI_J \) is

\[
\begin{pmatrix}
(Id + R' + \theta P_1)^{-1} & 0 \\
-\theta P_2(Id + R' + \theta P_1)^{-1} & \text{Id}
\end{pmatrix}.
\]

For a fixed \( \theta \), the norms of \( \text{Id} + R + \theta PI_J \) and of its inverse are bounded independently of \( J \). Choosing \( J \) large enough (which can be done independently of the choice of \( \theta \)), \( \varepsilon \ (= \|S\|) \) can be arbitrarily small, and thus \( \text{Id} + R + \theta PI_J + S \) is invertible in \( l^2 \).

Applying Proposition 2.4, we see that \( P(Q + \theta I_J) \) is invertible in \( \mathcal{M}^\delta \). The same property holds for \( P \) because \( P^{-1} = (Q + \theta I_J)(P(Q + \theta I_J))^{-1} \).

Furthermore \( P^{-1} - (Q + \theta I_J) \in \mathcal{I}^\delta \), for all \( \delta' < \delta \) and since \( I_J \in \mathcal{I}^\delta \), we see that \( P^{-1} - Q \in \mathcal{I}^\delta \), for all \( \delta' < \delta \).

### 2.4. Application of the Quasi-ideals.

We first end the proof of Proposition 2.3.

Recall that \( \mathbf{N} \) is the matrix

\[
\mathbf{N}_{\lambda, \lambda'} = \frac{((t^2 \text{Id} + M)\psi_\lambda | \psi_{\lambda'})_{L^2}}{\theta_\lambda \theta_{\lambda'}}
\]

and let

\[
P_{\lambda, \lambda'} = (\theta_\lambda \theta_{\lambda'})^{-1} < ((t^2 + \sigma(\lambda, \xi))\hat{\psi}_\lambda | \hat{\psi}_{\lambda'})_{L^2}, \]

\[
Q_{\lambda, \lambda'} = \theta_\lambda \theta_{\lambda'} ((t^2 + \sigma(\lambda, \xi))^{-1}\hat{\psi}_\lambda | \hat{\psi}_{\lambda'})_{L^2}.
\]

**Lemma 2.3.** Under hypothesis \( HA(m, \gamma) \) the matrices \( P \) and \( Q \) belong to \( \mathcal{M}^{\gamma'} \) for \( \gamma' < \delta(m, \gamma) \).

**Proof.** As before we suppose \( 0 \leq j \leq j' \). If \( |j - j'| \geq 2 \), \( P_{\lambda, \lambda'} = 0 \) because of the supports of the \( \hat{\psi}_\lambda \). If \( |j - j'| < 2 \) and \( |\lambda - \lambda'| \leq C2^{-j} \),

\[
|P_{\lambda, \lambda'}| \leq \int \frac{1 + t^2 + \|m\|_{L^2}}{1 + t^2 + 2^{j-2}} 2^{-dj/2} 2^{-dj'/2} \left| \hat{\psi}\left(\frac{\xi}{2^j}\right) \right| \left| \hat{\psi}\left(\frac{\xi}{2^{j'}}\right) \right| d\xi \leq C.
\]
If $|j - j'| < 2$ and $2^j |\lambda - \lambda'|$ is large,

$$P_{\lambda, \lambda'} = \int \frac{t^2 + \sigma(\tilde{\lambda}, \xi)}{\theta_\lambda \theta_{\lambda'}} \psi\left(\frac{\xi}{2^j}\right) \bar{\psi}\left(\frac{\xi}{2^j}\right) e^{i(\lambda - \lambda') \xi} 2^{-dj/2} 2^{-dj'/2} \, d\xi$$

and integrating by parts in a chosen direction as above,

$$P_{\lambda, \lambda'} = \frac{1}{(\lambda - \lambda'|^r 2^{(j+j')}d/2 \theta_\lambda \theta_{\lambda'}} \cdot \sum_{p+q=r} \int \partial_p^p \sigma(\lambda, \xi) \partial_q^q \left( \psi\left(\frac{\xi}{2^j}\right) \bar{\psi}\left(\frac{\xi}{2^j}\right) \right) \, d\xi,$$

so that

$$|P_{\lambda, \lambda'}| \leq \frac{C}{|\lambda - \lambda'|^r} \sum_{p+q=r} \int \int |\xi|_{\leq 2^j \pi / 3} (1 + |\xi|)^{m-p} 2^{-qj} \, d\xi$$

and finally

$$|P_{\lambda, \lambda'}| \leq \frac{C}{(2^j |\lambda - \lambda'|)^r}.$$

Hence Lemma 2.3 for $P$. The proof for $Q$ is similar.

**Lemma 2.4.** The matrix $\overline{N} - P$ belongs to $\mathcal{I}^\gamma\prime$ and $PQ^* - \text{Id}$ belongs to $\mathcal{I}^\gamma\prime$ for any $\gamma' < \delta(m, \gamma)$.

**Proof.** By symmetry we can suppose $j \leq j'$:

$$(\overline{N} - P)_{\lambda, \lambda'} = \frac{1}{\theta_\lambda \theta_{\lambda'}} \int (\sigma(x, \xi) - \sigma(\lambda, \xi)) \hat{\psi}_\lambda(\xi) e^{ix\xi} \psi_{\lambda'}(x) \, dx \, d\xi.$$

Using the hypothesis HA $(m, \gamma)$,

$$|((\overline{N} - P)_{\lambda, \lambda'}| \leq \frac{C}{\theta_\lambda \theta_{\lambda'}} \int \int |x - \tilde{\lambda}|^p (1 + |\xi|)^{m+\varepsilon} 2^{-dj/2} \cdot |\hat{\psi}(\xi)| \int 2^j |x - k'| \, dx \, d\xi$$

$$\leq \frac{C}{\theta_\lambda \theta_{\lambda'}} 2^{-\varepsilon j'} 2^{-dj/2} \int \int (1 + 2^j |\xi|)^{m+\varepsilon} \int 2^j |x - \lambda' - k'| \, dx \, d\xi$$

$$\cdot \int \int 2^j (\lambda' - \lambda) \, dx \, d\xi.$$
and, because of (54),
\[
|\langle \mathbf{N} - P \rangle_{\lambda, \lambda'}| \leq \frac{C}{\theta_\lambda \theta_{\lambda'}} 2^{-\epsilon j} 2^{\epsilon' j} (1 + 2^{m j}) \leq C_1 2^{-(\epsilon - \epsilon') j}.
\]
Thus \(\mathbf{N} - P \in \mathcal{I}^*_t\).

Let us now prove the second result of Lemma 2.4. We have
\[
(PQ^*)_{\lambda, \lambda'} = \sum_{\lambda''} \frac{((t^2 + \sigma(\lambda, \xi)) \hat{\psi}_\lambda | \hat{\psi}_{\lambda''}) L^2}{\theta_\lambda \theta_{\lambda''}} \cdot \theta_{\lambda''} \theta_{\lambda'} \left( \hat{\psi}_{\lambda''} \left| \frac{1}{t^2 + \sigma(\lambda', \xi)} \hat{\psi}_{\lambda'} \right| L^2 \right) = \sum_{\lambda''} \theta_{\lambda''} \theta_{\lambda'} ((t^2 + \sigma(\lambda, \xi)) \hat{\psi}_\lambda | \hat{\psi}_{\lambda''}) L^2 \cdot \left( \hat{\psi}_{\lambda''} \left| \frac{1}{t^2 + \sigma(\lambda', \xi)} \hat{\psi}_{\lambda'} \right| L^2 \right) = \frac{\theta_{\lambda'} \theta_{\lambda'}}{\theta_{\lambda''} \theta_{\lambda'}} \int \frac{t^2 + \sigma(\lambda, \xi)}{t^2 + \sigma(\lambda', \xi)} \hat{\psi}_\lambda(\xi) \hat{\psi}_{\lambda''}(\xi) d\xi.
\]
If \(|j - j'| \geq 2\), \((PQ^*)_{\lambda, \lambda'} = 0\) because the supports of \(\hat{\psi}_\lambda\) and \(\hat{\psi}_{\lambda'}\) are disjoint. If \(\lambda = \lambda'\),
\[
(PQ^*)_{\lambda, \lambda'} = \int \hat{\psi}_\lambda(\xi) \overline{\hat{\psi}}_{\lambda''}(\xi) d\xi = 1.
\]
The remaining case is thus \(|j - j'| < 2\), \(\lambda \neq \lambda'\). Since we can suppose that (54) holds, \(\theta_{\lambda''} / \theta_{\lambda'}\) is of the order of magnitude of 1, and we have to estimate
\[
\chi_{\lambda, \lambda'} = \int \frac{t^2 + \sigma(\lambda, \xi)}{t^2 + \sigma(\lambda', \xi)} \hat{\psi}_\lambda(\xi) \overline{\hat{\psi}}_{\lambda''}(\xi) d\xi = \int \frac{\sigma(\lambda, \xi) - \sigma(\lambda', \xi)}{t^2 + \sigma(\lambda', \xi)} \hat{\psi}_\lambda(\xi) \overline{\hat{\psi}}_{\lambda''}(\xi) d\xi,
\]
(because of the orthogonality of the wavelets); but
\[
|\chi_{\lambda, \lambda'}| \leq C \int \frac{|\lambda - \lambda'|^2 (1 + |\xi|)^m + \epsilon'}{(|1 + |\xi|)^m} |\hat{\psi}_\lambda(\xi)| |\hat{\psi}_{\lambda''}(\xi)| d\xi \leq C |k - k'|^\epsilon 2^{j(\epsilon' - \epsilon)}.
\]
This proves Lemma 2.4.

**End of the proof of Proposition 2.3.** From Lemma 2.4, \( \mathcal{N}Q^* - \text{Id} \in \mathcal{T}_{\gamma'} \), for all \( \gamma' < \delta(m, \gamma) \). From lemma 2.1, \( \mathcal{N} \) is invertible on \( l^2 \).

Using Corollary 2.1, \( \mathcal{N}^{-1} \in \mathcal{M}^\gamma \) and \( \mathcal{N}^{-1} - Q^* \) belongs to \( \mathcal{T}_{\gamma'} \), for all \( \gamma' < \delta(m, \gamma) \), hence Proposition 2.3.

### 2.5. Properties of the \( \Phi_\lambda \).

Let us check that Theorems 1.1, 1.2 and Proposition 1.2 are a direct consequence of the results given in the previous section. We first prove Theorem 1.1 which gives the localization and regularity of the wavelets \( \Phi_\lambda \). Recall that

\[
\Phi_\lambda = \sum_{\lambda'} M_{\lambda, \lambda'}^{-1/2} \psi_{\lambda'},
\]

\[
|M_{\lambda, \lambda'}^{-1/2}| \leq C \omega_\gamma(\lambda, \lambda') 2^{-m \sup (j, j')/2},
\]

thus

\[
|\partial^s \Phi_\lambda(x)| \leq C \sum_{\lambda'} \omega_\gamma(\lambda, \lambda') 2^{-m \sup (j, j')/2} |\partial^s \psi_{\lambda'}(x)|,
\]

where

\[
\partial^s \psi_{\lambda}(x) = 2^{sj/2} (\partial^s \psi)(2^j x - k).
\]

If \( |s| < m/2 \), we have

\[
|\partial^s \Phi_\lambda(x)| \leq C 2^{-(m/2-|s|)j} \sum_{\lambda'} \tilde{\omega}_\gamma(\lambda, \lambda') |\partial^s \psi_{\lambda'}(x)|.
\]

Since \( \partial^s \psi_{\lambda} \) are vaguelettes and \( \omega_\gamma \in \mathcal{M}^\gamma \), using standard calculations explicit in [30], we deduce (18) and (19).

If \( |s| > m/2 \),

\[
|\partial^s \Phi_\lambda(x)| \leq C 2^{-(m/2-|s|)j} \sum_{\lambda'} 2^{(m/2-|s|)j} \omega_\gamma(\lambda, \lambda') (1 + |j - j'|) 2^{(m/2-|s|)j} \partial^s \psi_{\lambda}.
\]

As the matrix \( 2^{(m/2-|s|)j} \omega_\gamma(\lambda, \lambda') \) belongs to \( \mathcal{M}^{\gamma-|s|-m/2} \) (20) and (21) follow.
As regards Theorem 1.2 we deduce from Lemma 2.4
\[ M_{\lambda,\lambda'}^{-1/2} - \langle 2^{m_j/2} g_\lambda \mid \psi_{\lambda'} \rangle = \alpha_{\lambda,\lambda'}, \]
where the matrix \( (2^m \sup(j, j'))/2 \alpha_{\lambda,\lambda'} \) belongs to \( \mathcal{I}^{\gamma'} \) for all \( \gamma' < \delta(m, \gamma) \). The inequality of Theorem 1.2 is now straightforward.

As an application of the smoothness and decay properties of the wavelets, we now prove Proposition 1.2. We use the notation \( \mathcal{A}(X_A, f) \) for the random variable associated to the function \( f \) by the isomorphism \( H_A \rightarrow \mathcal{H} \), see (1).

On account of Theorem 1.1 the results i), ii) can be proven exactly as in [3]. For the third result, we can use the following wavelet criterium (see [30]) for Besov spaces: if \( (\psi_\lambda)_{\lambda \in \Lambda} \) is a wavelet basis of \( L^2(\mathbb{R}^d) \), the function \( f = \sum_{\lambda \in \Lambda} \alpha_\lambda \psi_\lambda \) belongs to the Besov space \( B_{p,q}^s \) if and only if the sequence \( \{ 2^{j(d(1/2-1/|p|)+s)}(\sum_{\lambda = j} |\alpha_\lambda|^p)^{1/p} \}_{j} \) belongs to \( l^q \).

As the functions \( 2^m j/2 \Phi_\lambda \) define a Riesz basis of \( L^2(\mathbb{R}^d) \), see Theorem 1.2, and satisfy wavelet localization properties, see Theorem 1.1, we have only to show that
\[ \sum_{j \geq j} 2^{j(s+d/2-d/p-m/2)} \left( \sum_{\lambda \in U, j_\lambda = j} |\mathcal{A}(X_A, \Psi_\lambda)|^p \right)^{q/p} < \infty, \]
with probability one. The domain \( U \) being bounded, the cardinal of \( \{ \lambda \in U, j_\lambda = j \} \) is of order \( 2^jd \) so that we get this inequality as consequence of the Borel-Cantelli Lemma when \( s + d/2 - m/2 < 0 \).

2.6. Equivalence in law of \( X_A \) and \( X_{A_g} \).

Proof of Proposition 1.1. Let \( g \) be the function defined in (13) and \( A_g \) be the operator defined in (14). The symbol \( \sigma_g \) of \( A_g \) is given by
\[ \sigma_g(x, \xi) = g(\xi) + (1 - g(\xi))^2 \sigma(x, \xi) + r(x, \xi), \]
with \( r(x, \xi) \) a regularizing kernel. It is easy to check that \( \sigma_g \) fulfills the conditions of HA (\( m, \gamma \)). Moreover
\[ C_1 \int |\xi|^{2s} |\hat{f}(\xi)|^2 d\xi \leq C_1 (A(f) \mid f)_{L^2} \int (1 + |\xi|^{2s}) |\hat{f}(\xi)|^2 d\xi, \]
hence the following equivalences
\[
(A_g(f) | f)_{L^2} \sim \left\| (\text{Id} - G) f \right\|_{\mathcal{H}^s}^2 + (G(f) | f)_{L^2} \\
\sim \int (1 - g(\xi)) |\xi|^{2s} |\hat{\phi}(\xi)|^2 d\xi + \int g(\xi) |\hat{\phi}(\xi)|^2 d\xi \\
\sim \int (1 + |\xi|)^{2s} |\hat{\phi}(\xi)|^2 d\xi.
\]
Using the notation $C(x, y)$ for the kernel of an operator $C$, we can write
\[
X_{A_g}(x) = \int_{\mathbb{R}^d} A_g^{-1/2}(x, y) dW(y), \\
X_A(x) = \int_{\mathbb{R}^d} A^{-1/2}(x, y) dW(y),
\]
where $W(dy)$ denotes the brownian standard measure on $\mathbb{R}^d$.

In order to prove the equivalence of laws $\text{Law}(X_{A_g}|U) = \text{Law}(X_A|U)$ for every bounded open subset $U$ of $\mathbb{R}^d$ we apply Theorem 8.6 of [32]. Therefore, we will check that

i) $C_U(x, y) := A^{-1}|U\times U(x, y) - A_g^{-1}|U\times U(x, y) \in H_{A_g}^{\otimes 2}(U \times U),$

ii) $-1$ is not an eigenvalue of $C_U : H_{A_g} \to H_{A_g}$.

Let us consider the operator $B$ defined in (15). As the function $g$ belongs to $\mathcal{D}(\mathbb{R}^d)$ we know that $B$ is a regularizing operator
\[
A^{-1} - A_g^{-1} = A_g^{-1}((I + BA_g^{-1})^{-1} - I)
\]
and
\[
((I + BA_g^{-1})^{-1} = \sum_{n \geq 0} (-1)^n (BA_g^{-1})^n.
\]
Now if we consider the restrictions to open bounded $U$ which are small enough, the last serie converges and the operator $A^{-1} - A_g^{-1}$ is of Hilbert-Schmidt type with a spectral radius less than 1, so that condition ii) is satisfied.

For the first condition, it is sufficient to show that
\[
(-\Delta)^{m/4}_x (-\Delta)^{m/4}_y C(x, y) \in L^2_{\text{loc}}(\mathbb{R}^d \otimes \mathbb{R}^d).
\]
But, as before
\[
(-\Delta)^{m/4}_x (-\Delta)^{m/4}_y C(x, y) \\
= \sum_{n \geq 1} (-1)^n (-\Delta)^{m/4}_x A_g^{-1}(BA_g^{-1})^n(-\Delta)^{m/4}_x(x, y),
\]
which converges in $L^2(U \times U)$ for $U$ small enough, since $A^{-1}_g$ is an operator of order $-m$ and $B$ is regularizing.

Finally we obtain the equivalence of laws for every bounded open subset $U$ of $\mathbb{R}^d$, by decomposing $U$ in a finite number of small enough open subsets.

2.7. Quadratic variations.

In this paragraph, we will prove Lemma 1.2. For this purpose, we will study some quadratic variations related to wavelets.

For $y \in \mathbb{R}^d$ and $s \in \mathbb{N}^d$, $|s| = l$, we define

$$c^{2}_{1,s}(y) = \limsup_{x \to y} \frac{1}{|x - y|^{\alpha}} \sqrt{\sum_{\lambda} |\partial^s \Phi_{\lambda}(x) - \partial^s \Phi_{\lambda}(y)|^2},$$

where $\delta_{\alpha}(h) = 1$ if $\alpha < 1$ and $\delta_{\alpha}(h) = \sqrt{\log(1/h)}$ if $\alpha = 1$. If $n$ is the integer defined by $2^{-n} \leq |x - y| < 2^{1-n}$ we deduce from (18)

a) for $j \leq n$,

$$\sum_{k,l} |\partial^s \Phi_{\lambda}(x) - \partial^s \Phi_{\lambda}(y)|^2 \leq C |x - y|^{2(1-\alpha)j},$$

b) for $j > n$,

$$\sum_{k,l} |\partial^s \Phi_{\lambda}(x) - \partial^s \Phi_{\lambda}(y)|^2 \leq C 2^{-2j\alpha}.$$

Summing up these inequalities for $j \geq 0$ yields

$$\sum_{\lambda} |\partial^s \Phi_{\lambda}(x) - \partial^s \Phi_{\lambda}(y)|^2 \leq C (u_{\alpha,n} |x - y|^2 + 2^{-2n\alpha}),$$

with $u_{\alpha,n} = n$ (respectively $2^{2(1-\alpha)n}$) if $\alpha = 1$ (respectively $< 1$). As $2^{-n} \leq |x - y| < 2^{1-n}$,

$$c^{2}_{1,s}(y) \leq C < \infty$$

for all $y \in \mathbb{R}^d$.

Let us now show that $c^{2}_{1,s}$ is Hölderian of order $\varepsilon'' := \varepsilon - \varepsilon'$, where $\varepsilon$ and $\varepsilon'$ are defined in (7). Let us distinguish two cases.
Case 1. \( \alpha < 1 \).

For \( \varepsilon > 0 \) fixed, using as above the results of Theorem (1.1), we have

\[
\sum_{j \leq n - \log_2(1/\varepsilon)} \frac{|\partial^s \Phi_\lambda(x) - \partial^s \Phi_\lambda(y)|^2}{|x - y|^{2\alpha}} \leq C \varepsilon^{2(1-\alpha)},
\]

(56)

\[
\sum_{j \geq n + \log_2(1/\varepsilon)} \frac{|\partial^s \Phi_\lambda(x) - \partial^s \Phi_\lambda(y)|^2}{|x - y|^{2\alpha}} \leq C \varepsilon^{2\alpha},
\]

(57)

\[
\sum_{\lambda \in \Lambda_{y,n,\varepsilon}} \frac{|\partial^s \Phi_\lambda(x) - \partial^s \Phi_\lambda(y)|^2}{|x - y|^{2\alpha}} \leq C \varepsilon^{2(1-\alpha)},
\]

(58)

where in the last inequality

\[
\Lambda_{y,n,\varepsilon} = \left\{ \lambda \in \Lambda : n - \log_2 \left( \frac{1}{\varepsilon} \right) < j < n + \log_2 \left( \frac{1}{\varepsilon} \right), |y| \lambda > \frac{2^n - n}{\varepsilon} \right\}.
\]

Let \( \varepsilon = 1/n \); when \( n \) grows to \( \infty \) the value of \( c_{1,s}(y) \) is given by the sum restricted to \( V_{y,n,\varepsilon} = \Lambda \setminus \Lambda_{y,n,\varepsilon} \). Define \( h_\lambda \) by its Fourier transform

\[
\hat{h}_\lambda(\xi) = \frac{1}{\sqrt{\sigma(y,\xi)}} \hat{\psi}_\lambda(\xi)
\]

and observe that the estimates (18), (19) hold for \( h_\lambda \). Then inequalities (56), (57) and (58) hold with \( \Phi_\lambda \) replaced by \( h_\lambda \). Using Theorem 1.2, for \( n \) large enough

\[
\sum_{\lambda \in V_{y,n,\varepsilon}} \left| |\partial^s \Phi_\lambda(x) - \partial^s \Phi_\lambda(y)|^2 - |\partial^s g_\lambda(x) - \partial^s g_\lambda(y)|^2 \right| \leq C \varepsilon' |x - y|^{2\alpha},
\]

(59)

thus hypothesis HA \( (m, \gamma) \) implies that for \( \lambda \in V_{y,n,\varepsilon} \) (59) holds for \( h_\lambda \) instead of \( g_\lambda \). Thus

\[
c_{1,s}(y) = \limsup_{x \to y} \sum_{\lambda} \frac{|\partial^s h_\lambda(x) - \partial^s h_\lambda(y)|^2}{|x - y|^{2\alpha}}.
\]

Define the function \( H \) by

\[
H(\xi) = \frac{1}{\sqrt{\sigma(y,\xi)}},
\]
so that

$$|\partial^s h_\lambda(x) - \partial^s h_\lambda(y)|^2 = (\partial^s H(x - \cdot) - \partial^s H(y - \cdot) |\psi_\lambda|^2 \cdot$$

Since $\psi_\lambda$ is an orthonormal basis of $L^2$,

$$c^2_{1,s}(y) = \limsup_{x \to y} \frac{1}{|x - y|^{2\alpha}} \int |(e^{i\xi} - e^{i\eta}) (i\xi)^s \sqrt{\sigma(y, \xi)}|^2 d\xi$$

$$= \limsup_{u \to 0} \frac{4}{|u|^{2\alpha}} \int \sin^2 \left( \frac{u\xi}{2} \right) \frac{|\xi|^{2|s|}}{\sigma(y, \xi)} d\xi \cdot (60)$$

We want to bound $I(z, u) - I(y, u)$ where

$$I(y, u) := \frac{1}{|u|^{2\alpha}} \int \sin^2 \left( \frac{u\xi}{2} \right) \frac{|\xi|^{2|s|}}{\sigma(y, \xi)} d\xi \cdot$$

Recalling that $|s| = l$, $2(l + \alpha) = m - d$, and using the change of variable $\zeta = |u|\xi$,

$$|I(z, u) - I(y, u)| \leq \int \frac{|\zeta|/|u|^{m}}{|\sigma(y, \zeta/|u|) \sigma(z, \zeta/|u|)|} \cdot |\sigma(y, \zeta/|u|) - \sigma(z, \zeta/|u|)| \frac{\sin^2(\zeta u/2 |u|)}{|\zeta|/|u|^{2\alpha}} d\zeta \cdot$$

As

$$|\sigma(\cdot, \xi)| \geq C_1 (1 + |\xi|)^m \cdot (61)$$

$$|\sigma(y, \xi) - \sigma(z, \xi)| \leq C_2 (1 + |\xi|)^m |y - z|^{\gamma} \cdot (62)$$

we get, using $0 \leq \sin^2(t) \leq \min \{1, t^2\}$,

$$|I(z, u) - I(y, u)| \leq C_3 |y - z|^{\gamma} \left( \int_0^1 r^{-2\alpha + 1} dr + \int_1^\infty r^{-1 - 2\alpha} dr \right)$$

$$\leq C_4 |y - z|^{\gamma} \cdot$$

and thus the $\varepsilon''$-Hölder property for $c^2_{1,s}$.

Case 2. $\alpha = 1$.

The difference with the previous case is that

$$\sum_{k, l} \frac{|\partial^s \Phi_\lambda(x) - \partial^s \Phi_\lambda(y)|^2}{|x - y|^{2\alpha}} \cdot$$
no longer decreases (as \( j \) increases). We must replace the set \( \Lambda_{y,n,\varepsilon} \) by

\[
\tilde{\Lambda}_{y,n,\varepsilon} = \left\{ \lambda \in \Lambda : \sqrt{n} \leq j < n + \log_2 \left( \frac{1}{\varepsilon} \right), |y - \lambda| > \frac{2-n}{\varepsilon} \right\}
\]

and define now \( V_{y,n,\varepsilon} = \Lambda \backslash \tilde{\Lambda}_{y,n,\varepsilon} \). We can then proceed exactly as above and obtain

\[
(63) \quad c_{1,s}^2(y) = \limsup_{x \to y} \frac{1}{|x-y|} \sum_{\lambda} \left| \partial^s h_\lambda(x) - \partial^s h_\lambda(y) \right|^2 = 4 \tilde{I}(y,u),
\]

with

\[
\tilde{I}(y,u) = \frac{1}{|u|^{2 \log(1/|u|)}} \int \sin^2 \left( \frac{u \xi}{2} \right) \frac{|\xi|^{2l}}{\sigma(y,\xi)} d\xi.
\]

Using again (61), (62), we see that \( c_{1,s}^2 \) is Hölder of order \( \varepsilon'' \). Hence Lemma 1.2. Let us, still in the case \( \alpha = 1 \), consider the expression

\[
c_{2,s}^2(y) = \limsup_{x \to y} \frac{1}{|x-y|} \sqrt{\sum_{\lambda} \left| \partial^s \Phi_\lambda(x) - 2 \partial^s \Phi_\lambda \left( \frac{x+y}{2} \right) + \partial^s \Phi_\lambda(y) \right|^2},
\]

with \( y \in \mathbb{R}^d, s \in \mathbb{N}^d, |s| = l \). Using once again the bounds for \( \partial^r \Phi_\lambda \) (with \( |r| = l + 2 \)) given in (18), we have for \( n := \lfloor \log_2(|x-y|) \rfloor \)

\[
\sum_{k,l} \left| \partial^s \Phi_\lambda(x) - 2 \partial^s \Phi_\lambda \left( \frac{x+y}{2} \right) + \partial^s \Phi_\lambda(y) \right|^2 \leq C |x-y|^{4 \cdot 2^j},
\]

if \( j \leq n \), and

\[
\sum_{k,l} \left| \partial^s \Phi_\lambda(x) - 2 \partial^s \Phi_\lambda \left( \frac{x+y}{2} \right) + \partial^s \Phi_\lambda(y) \right|^2 \leq C 2^{-2j},
\]

if \( j > n \). Thus, after summation

\[
c_{2,s}^2(y) \leq C < \infty, \quad \text{for all } y \in \mathbb{R}^d.
\]

The required smoothness of \( c_{2,s} \) follows as above.

The key idea to prove the law of uniform modulus in the critical case $\alpha = 1$ is to notice the relationship between the expression of the process $X_A$ decomposed on the $\Phi_\lambda$'s and sums of normal random variable on the $2^d$-adic tree.

As explained in Section 1, we have to study when $n = \log_2(|x - y|) \to \infty$, the following sums

$$\frac{|\partial^s X_A(x) - \partial^s X_A(y)|}{|x - y|} \simeq \text{Const.} \sum_{\lambda \in \Lambda \cap D, j_\lambda \leq n} 1_{c_\lambda(x)} \xi_\lambda,$$

see (35). But the last sum is exactly the sum of Gaussian standard random variables on the paths of length $n$ of a $2^d$-adic tree. This will be performed after introducing some notations.

Let $T$ be the $2^d$-adic tree of root $*$ (each “father” has $2^d$ children). We denote by $\overline{L}$ the set $\{0, 1\}^d$ and by $L$ the set $\overline{L} \setminus \{(0, \ldots, 0)\}$. The elements of $T$ can be coded in the following manner

$$t = t_0 t_1 t_2 \cdots t_j, \quad \text{with} \ j \in \mathbb{N}, \ t_0 = *, \ t_i \in \overline{L} \text{ for } i = 1, \ldots, j.$$

The length $j$ of $t$ is denoted by $|t| := j$. For integers $0 \leq k \leq |t|$ we write

$$t_k = t_0 t_1 \cdots t_k,$$

so that the path from the root to $t$ is

$$C^*_t = \{*, \ldots, t_k, \ldots, t\}.$$

Let $(\Omega, \mathcal{F}, \mathbb{P})$ a probability space on which is defined the i.i.d. family $\{\xi_t, t \in T\}$ of Gaussian standard random variables. We set

$$S(t) = \sum_{s \in C^*_t} \xi_s,$$

$$S^*_n = \max_{|t|=n} S(t).$$

**Proposition 3.1.** With the above notations the following limit holds

$$\limsup_{n \to \infty} \frac{S^*_n}{n} = \sqrt{2 \, d \log 2},$$
The aim of this paragraph is to prove Proposition 3.1 and to give a corollary used in the proof of Theorem 1.3 in the critical case \((\alpha = 1)\). A proof of Proposition 3.1 can be found in a recent work, see [10], where more general trees are considered. Our proof is very different and intends to show the production of asymptotic independent sums in the tree, so that we the study will be reduced to the i.i.d. case.

A few more notations will be needed.

The sub-tree of index \(j\) of \(T\) is defined by

\[
T_j = \{ t \in T : |t| \leq j \}.
\]

The set of leaves of \(T_j\) is defined by

\[
\Lambda_j = \{ t \in T : |t| = j \}.
\]

The tree is ordered by \(u \succ t\) which means that \(t \in C_u\). The cells \((q_j(t), t \in T_j)\) are defined by

\[
q_j(t) = \{ s \in \Lambda_j : s \succ t \}.
\]

We now define the Haar basis of \(l^2(\Lambda_j)\).

For \(l \in L\) and \(\theta \in \overline{T}\), let

\[
\varepsilon_l(\theta) = \prod_{i=1}^d \varepsilon_{l_i}(\theta_k),
\]

where \(\varepsilon_0(0) = \varepsilon_0(1) = \varepsilon_1(0) = +1, \varepsilon_1(1) = -1\).

Let us now define the functions \(\psi_{j,s}^l\) on \(l^2(\Lambda_j)\) by

\[
\psi_{j,s}^l(t) = 2^{d(|s| - j)/2} \mathbf{1}_{\{t \in q_j(s) : t \neq s\}} \varepsilon_l(t|s| + 1).
\]

If we add to the family \(\{\psi_{j,s}^l\}_{s \in \delta_j, t \in L}\) the function \(\psi_\phi\) which is identically \(2^d\) on \(l^2(\Lambda_j)\) and if we set \(|\phi| = -1\), we obtain the following result whose proof is straightforward.

**Lemma 3.1.** The family \(\{\psi_{j,s}^l\}_{-1 \leq t \leq j-1, t \in L}\) is an orthonormal basis of \(l^2(\Lambda_j)\).
3.1. Upper bound.

For $t, u \in \mathcal{T}$ let

$$tu = \ast t_1 \cdots t_d u_1 \cdots u_d,$$

$$S_t(u) = S(tu) - S(t),$$

$$(S_t)_{j_1}^\ast = \max_{|u|=j} S_t(u),$$

so that

$$S_j^\ast = \xi^* + \max_{|u|=j} \{S_t\}_{j-1}^\ast.$$  

If $\mathbb{E}_{\xi^*}$ denotes the expectation with respect to the law of $\xi^*$, we get

$$\mathbb{P}(S_j^\ast < \theta) = \mathbb{E}_{\xi^*} \left( \prod_{|t|=1}^d \mathbb{P}(\xi^* + (S_t)_{j-1}^\ast < \theta) \right)$$

$$= \mathbb{E}_{\xi^*} (\mathbb{P}(\xi^* + S_{j-1}^\ast < \theta)^{2^d})$$

$$\geq \mathbb{P}(\xi^* + S_{j-1}^\ast < \theta)^{2^d} \quad \text{(Jensen)}$$

and by induction on $j$,

$$\mathbb{P}(S_j^\ast < \theta) \geq \mathbb{P}(\xi^* + \cdots + \xi_j < \theta)^{2^d}.$$  

Let $\eta$ be a gaussian normal random variable and $\theta = \beta(j + 1)$;

$$\mathbb{P}(S_j^\ast > \beta(j + 1)) \leq 1 - (1 - \mathbb{P}(\eta > \beta\sqrt{j + 1}))^{2^d}$$

$$\leq 2^{j d} \mathbb{P}(\eta > \beta\sqrt{j + 1})$$

$$\leq \frac{2^{j d} e^{-\beta^2(j + 1)}}{\sqrt{2 + \beta(j + 1)}},$$

using a classical estimation on the gaussian tail.

Choosing $\beta > \sqrt{2d \log 2}$, we have

$$\sum_j \mathbb{P}(S_j^\ast > \beta(n + 1)) < \infty,$$

and from the Borel-Cantelli Lemma we can conclude

$$\limsup_{j \to \infty} \frac{S_j^\ast}{j} \leq \sqrt{2d \log 2},$$  

(64)
\( \mathbb{P} \) almost surely.

### 3.2. Lower bound.

Let \( G_j(t, u) = \mathbb{E}[S(t) S(u)] \) be the covariance of \( S \) on \( \Lambda_j \). In the following lemma we give the spectral decomposition of \( G_j \). We define

\[
\alpha_s = \frac{2^{d(j-|s|)} - 1}{2^d - 1}.
\]

**Lemma 3.2.** For \( t, u \in \Lambda_j \) we have

\[
G_j(t, u) = \sum_{-1 \leq |s| \leq j-1} \alpha_s \psi^1_{j,s}(t) \psi^1_{j,s}(u).
\]

This lemma is a direct consequence of the obvious formula

\[
G_j(t, u) = \sum_{k=1}^j \delta_{t_k, u_k},
\]

where \( t_k = * t_1 t_2 \cdots t_k \), and \( \delta \) is the Kronecker symbol.

Now we define the kernel \( G^{-1/2}_j (t, u) \) by

\[
G^{-1/2}_j (t, u) = \sum_{-1 \leq |s| \leq j-1} \alpha^{-1/2}_s \psi^1_{j,s}(t) \psi^1_{j,s}(u)
\]

and the random variables \( \eta_s \) by

\[
\eta(s) := \sum_{t \in \Lambda_j} G^{-1/2}_j(s, t) S(t), \quad s \in \Lambda_j.
\]

**Lemma 3.3.** The family \( \eta(s), s \in \Lambda_j \) is i.i.d. with common law \( \mathcal{N}(0, 1) \).

The proof is immediate since in the gaussian centered case \( \mathbb{E}(\xi \eta) = 0 \) is equivalent to the independance of \( \xi \) and \( \eta \).
Let us introduce some more notations. For \(x > 0\) let \(l(x) = \lfloor \log (x)/d \log 2 \rfloor = \lfloor \log_2(x) \rfloor\), \(\hat{j} = j - l(j)\) and \(\tilde{\eta}_j(s) = \sum_{t \in q_j(s)} \eta(t)/j\), the last expression being the arithmetic mean on \(q_j(s)\) when \(|s| = \hat{j}\).

The upper bound will be obtained by proving

\[
\limsup_{j \to \infty} \frac{1}{j} \max_{|s| = \hat{j}} S(s) \geq \sqrt{2d \log 2 - \varepsilon}, \quad \text{for all } \varepsilon > 0.
\]

First, we observe that

\[
\tilde{\eta}_j(s) = \frac{1}{j} \sum_{t \in q_j(s)} \sum_{u \in \Lambda_j[t \leq j-1]} \sum_{l \in L} \alpha_r^{-1/2} \psi_{j,r}^l(t) \psi_{j,r}^l(u) S(u).
\]

As \(\sum_{t \in q_j(s)} \psi_{j,r}^l(t)\) is equal to \(j \varepsilon_i (\varepsilon_i \mathbb{Z}_{|r|+1}) 2^d |r|^{-j/2}\) or to 0 according to \((r < s, r \neq s)\) or not, the expression (67) can be simplified in

\[
\tilde{\eta}_j(s) = \sum_{u \in \Lambda_j, r \leq s} \varepsilon_i (\varepsilon_i \mathbb{Z}_{|r|+1}) \alpha_r^{-1/2} 2^d |r|^{-j/2} \psi_{j,r}^l(u) S(u).
\]

We consider now the decomposition \(\tilde{\eta}_j(s) = \eta_j^\varepsilon(s) + \eta_j^0(s)\) with

\[
\eta_j^\varepsilon(s) = \sum_{u \in q_j(\varepsilon_i \mathbb{Z}_{j(\varepsilon)} \setminus \mathbb{Z}_{j(\varepsilon)})} \sum_{l \in L} \alpha_r^{-1/2} 2^d |r|^{-j/2} \psi_{j,r}^l(u) S(u),
\]

\[
\eta_j^0(s) = \sum_{u \in \Lambda_j \setminus q_j(\varepsilon_i \mathbb{Z}_{j(\varepsilon)} \setminus \mathbb{Z}_{j(\varepsilon)})} \sum_{l \in L} \varepsilon_i (\varepsilon_i \mathbb{Z}_{|r|+1}) \alpha_r^{-1/2} 2^d |r|^{-j/2} \psi_{j,r}^l(u) S(u)
\]

and \(j(\varepsilon) = j - 2l(j/\varepsilon)\). Using the same cancellation property as above, the summation in \(\eta_j^0\) can be restricted to \(r < \varepsilon_i \mathbb{Z}_{j(\varepsilon)}\). The following Lemma allows us to bound \(|\eta_j^0|\).

**Lemma 3.4.** For every \(\varepsilon > 0\) there exists a random variable \(N\) and a constant \(C\) such that for all \(s \in \Lambda_j(\varepsilon)\)

\[
\sum_{u \in \Lambda_j \setminus q_j(\varepsilon_i \mathbb{Z}_{j(\varepsilon)})} \sum_{l \in L} \sum_{r \leq s} \alpha_r^{-1/2} 2^d |r|^{-j/2} \psi_{j,r}^l(u) S(u) \leq C \varepsilon, \quad \text{on } \{j \geq N\},
\]

\(\mathbb{P}\) almost surely.
Proof. Let \( \theta > \sqrt{2d \log 2} \), and let \( N \) be some random variable such that \( |S^*_j| \leq \theta j \) on \( \{N(\omega) < j\} \) which we determined during proof of the upper bound. From the inequalities \( |\alpha_{r}^{-1/2} \psi_{l,j+r}(u)| \leq 2^d |r| - j \) and \( \text{card} \{u \in \Lambda_j : u \succ r\} \leq 2^d |r| \), we get

\[
\sum_{u \in \Lambda_j} \sum_{l \leq L} \sum_{r \prec s} |\alpha_{r}^{-1/2} 2^d |r| - j/2 \psi_{l,j+r}(u) S(u)| \leq \theta j \sum_{k=0}^{j} 2^{k-d/2} = C \varepsilon,
\]
on \( \{j > N(\omega)\} \). Hence Lemma 3.4.

Consider now the following decomposition

\[
\eta_{v}^j(s) = \sum_{v \succ \varphi_{j}(s)} B_{v} + C_{v},
\]
where

\[
B_{v} = \left( \sum_{u \in \varphi_{j}(v)} \sum_{l \prec s} \mu_{u,l,r} \right) S(v),
\]

\[
C_{v} = \sum_{u \in \varphi_{j}(v)} \sum_{l \prec s} \mu_{u,l,r} S(u),
\]
and

\[
\mu_{u,l,r} = \alpha_{r}^{-1/2} \varepsilon_{l}(s) |s|/2^d |r| - j/2 \psi_{l,j+r}(u).
\]

Lemma 3.5.

\[
\lim_{j \to \infty} \sum_{v \succ \varphi_{j}(s)} \sum_{|r| = j - 2l(j)} B_{v} = 0,
\]

\( \mathbb{P} \) almost surely.

Proof. The summation on \( r \) is in this case reduced to \( r \prec \varphi_{j-2l(j)} \).

We have

\[
\sum_{r \prec \varphi_{j-2l(j)}} |\mu_{u,l,r}| \leq \sum_{k=0}^{j-2l(j)} 2^{3(k-j)} d^2 \leq j^{-3}
\]
and thus

\[ \left| \sum_{u \in \mathcal{D}_j(v)} \sum_{l \sim \mathcal{S}_{j-2l}(j)} \mu_{u,l,r} \right| \leq j^{-1}. \]

As we can bound the cardinal of \( \{ v \sim \mathcal{S}_{j}(\varepsilon), |v| = j - 2l(j) \} \) by \( 2^{2dl(1/\varepsilon)} \),
we get when \( j \to \infty \)

\[ A := \sum_{v \sim \mathcal{S}_{j}(\varepsilon)} \sum_{u \in \mathcal{D}_j(v)} \sum_{l \sim \mathcal{S}_{j-2l}(j)} \mu_{u,l,r} S(\mathcal{S}_{j}(\varepsilon)) \to 0, \]

\( \mathbb{P} \) almost surely. We still have to study

\[ R := \left( \sum_{v \sim \mathcal{S}_{j}(\varepsilon)} B_v \right) - A. \]

But

\[ R = \left( \sum_{u \in \mathcal{D}_j(v)} \mu_{u,l,r} \right) \left( \sum_{v \sim \mathcal{S}_{j}(\varepsilon)} \sum_{l \sim \mathcal{S}_{j-2l}(j)} S(\mathcal{S}_{j}(\varepsilon)) \right) \]

and using the independence of the random variable \( S(\mathcal{S}_{j}(\varepsilon)) \) we have \( \mathbb{E}(R^2) \leq Cj^{-2} \). The convergence we claimed is now clear.

**Lemma 3.6.** The following limit holds

\[ \lim_{j \to \infty} \sum_{v \sim \mathcal{S}_{j}(\varepsilon)} C_v = 0, \]

\( \mathbb{P} \) almost surely.

**Proof.** Using the definition of \( C_v \) we can write

\[ \sum_{v \sim \mathcal{S}_{j}(\varepsilon)} C_v = Q_j + R_j, \]
where
\[ R_j = \sum_{u \in q_j(s_j-2l(j))} \sum_{l \leq s} \mu_{u,l,r} S_{s_j-2l(j)}(u), \]
so that only \( r < s_j-2l(j) \) are involved in \( Q_j \). We can proceed as in the preceding lemma to get \( \lim_{j \to \infty} Q_j = 0 \), \( \mathbb{P} \) almost surely. Now we use the upper bound to obtain for \( j \) large
\[ R_j \leq C \sqrt{l(j)} \left( \sum_{k=j-2l(j)}^{j-l(j)} \text{card} \{ q_j(s_k) 2^{3(k-j)d/2} \} \right) \]
(recall \( |s| = j-l(j) \) and \( |\mu_{u,l,r}| \leq 2^{3(|r|-j)d/2} \) and then \( R_j \leq C \sqrt{l(j)}/j \), hence the lemma.

It remains to estimate
\[ B_j = \left( \sum_{l,r} \sum_{u \in q_j(s_j-2l(j))} \mu_{u,l,r} \right) S(s_j-2L_j). \]

As the summation in \( r \) is reduced to \( r < s_j-2L_j \), we get \( B_j = S(s_j-2L_j) j (1 + \varepsilon_j)/j \) where \( \varepsilon_j \to 0 \).

The previous Lemmas and estimations give us
\[ \eta_j^e(s) = \frac{S(s_j-2L_j)}{j} (1 + T_j), \]
with \( \lim_{j \to \infty} T_j = 0 \), \( \mathbb{P} \) almost surely, and the lower bound is now a direct consequence of the following lemma

**Lemma 3.7.**
\[ \limsup_{j \to \infty} \max_{|s|=j-L_j} |\tilde{\eta}_j(s)| = \sqrt{2 \log 2}. \]

**Proof.** The random variables \( \sqrt{j} \tilde{\eta}_j(s) \) are independent Gaussian centered and of variance 1; so that the lemma is a classical asymptotic result, see [32] for instance.
3.3. A corollary.

We can identify the $2^d$-adic tree $\delta$ and $D$ the set of dyadic points in $(0, 1)^d$. Let $c$ be a continuous function on $(0, 1)^d$, and $(\xi_t)_{t \in D}$ an i.i.d. family of centered Gaussian random variables such that $\text{var} (\xi_t) = c(t)$. We define the process $Z_t$ by

$$Z_t = \sum_{s \in C^*_t} \xi_s.$$  

Let $\bar{c} = \max_{t \in (0, 1)^d} c(t)$.

**Proposition 3.2.**

$$\limsup_{j \to \infty} \frac{1}{\bar{c}} \max_{|t|=j} |Z_t| = \bar{c} \sqrt{2 \log 2},$$

$\mathbb{P}$ almost surely.

**Proof.** The upper and lower bounds of the previous demonstration, $c \equiv 1$, can be adapted to the present case. We need only to change the constant of Lemma (3.7) which becomes $\bar{c} \sqrt{2 \log 2}$.

4. Regularity of Elliptic Gaussian Processes.

In this part we prove Theorems 1.3 and 1.7. Recall that here $m > d$ (then $X_A$ is an ordinary Gaussian process), $l \in \mathbb{N}$ and $\alpha \in (0, 1]$ are the numbers defined by $(m - d)/2 = l + \alpha$. Recall also that we can suppose that HAS $(m, \gamma)$ hold.

We begin with the proof of Theorem 1.3. For the results of this section the process $X_A$ is restricted to a bounded domain $D$. Without loss of generality, we suppose that $D = (0, 1)^d$. We prove first the law of the uniform modulus with $l = 0$, $\alpha = 1$, then we study the case $l = 0$, we prove the law of iterated logarithm (local modulus), when $\alpha = 1$ and also when $\alpha < 1$. Finally we explain how to get the results without restrictions on $l$.

As explained in Section 1, we will use the decomposition of $X_A$ on a wavelet orthonormal basis of $H_A$. We introduce therefore a few more notations. If $\{\Phi_\lambda, \lambda \in \Lambda\}$ is the wavelet basis of the Hilbert space $H_A$, given by Theorem 1.1, for each $f \in H_A$,

$$f = \sum_{\lambda \in \Lambda} f_\lambda \Phi_\lambda , \quad \text{with } f_\lambda := A(f, \Phi_\lambda).$$
If \( g \) denotes a strictly increasing function of \( N \) in \( \mathbb{R}_+ \) (which will be later chosen), we define the functions \( \tilde{f}, f_n \), with \( \lambda = (j, k, l) \), by
\[
\tilde{f}(x) = \sum_{j \geq 0} \sum_{|x - \lambda| \leq 2^{-j} g(j) \sqrt{j}} \Phi_\lambda(x) f_\lambda,
\]
\[
f_n(x) = \sum_{0 \leq j \leq n} \Phi_\lambda(x) f_\lambda,
\]
and in addition,
\[
\tilde{R} f = f - \tilde{f}, \quad R_n f = f - f_n.
\]

We need another operation which will perform averages. Recall that \( c_\lambda \) is the dyadic cell with center \( \lambda \) and side length \( 2^{-j} \). For \( f \in L^1_{\text{loc}}(R^d) \), let
\[
\overline{f}(\lambda) = 2^{jd} \int_{c_\lambda} f(x) \, dx.
\]

4.1. Law of the uniform modulus when \( l = 0, \alpha = 1 \).

The main idea is to make reductions in order to be able to use Lemma 3.1 and its corollary. This is done with the help of the projectors defined above. Let \( \hat{X}_n \) be the process defined by (71), (72) and define
\[
\Delta_n = \{(x, y) \in D \times D : 2^{n-1} < |x - y| \leq 2^{-n}\}.
\]

Let us explain the reductions we plan to do.

First reduction. We will prove
\[
\limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|\hat{X}_n(x) - \hat{X}_n(y)|}{|x - y| \sqrt{\log |x - y|^{-1}}} = \limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|X(x) - X(y)|}{|x - y| \sqrt{\log |x - y|^{-1}}} = 0,
\]
\( \mathbb{P} \) almost surely. That is,
\[
\limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|R_n X(x) - R_n X(y)|}{|x - y| \sqrt{\log |x - y|^{-1}}} = 0,
\]
\[ P \text{ almost surely, and} \]
\[ (78) \quad \limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|\hat{R}X_n(x) - \hat{R}X_n(y)|}{|x - y| \sqrt{\log |x - y|^{-1}}} = 0, \]
\[ P \text{ almost surely.} \]

**Second reduction.** In order to describe this second reduction we must first introduce some additional notations. For \( n \in \mathbb{N} \) let us define \( \overline{n} \in \mathbb{N} \) and the set \( \overline{\Lambda}_n \subset \Lambda \) by
\[ (79) \quad \overline{n} = \left[ \log \frac{2n}{g(n)^{1/2}} \right], \quad \overline{\Lambda}_n = \{ \lambda \in \Lambda : j_\lambda = \overline{n} \}. \]
Now if \( \mu \in (0,1) \), the integers \( n_\mu \) and \( m_\mu \) and the set \( \Lambda_\mu \) are defined by
\[ n_\mu = \left[ (1 - \mu) n \right], \quad m_\mu = \left[ \mu n \right], \quad \Lambda_\mu = \{ \lambda \in \Lambda : j_\lambda = m_\mu \}. \]
Denote by \( Q_n^\mu \) (respectively \( Q_n^\mu \)) the set of dyadic cells \( \{ \overline{n}, j_\lambda = \overline{n} \} \) (respectively \( \{ d_n^\mu, j_\lambda = m_\mu \} \)). In a \( d_n^\mu \)-cell there are \( 2^\overline{\gamma} m_\mu \) \( \overline{n} \)-cells.

**Remark 5.1.** Let \( n^0 \) be the integer defined by
\[ (80) \quad \frac{\log (g(n^0)^2 n^0)}{n^0} < 2 \mu < \frac{\log (g(n^0 + 1)^2 (n^0 + 1))}{n^0 + 1}, \]
then \( \overline{n} > m_\mu \), for all \( n \geq n^0 \).

When \( (x,x') \in \Delta_n, \ (y,y') \in \Delta_n \) and \( |x - y| = 2^{-m_\mu} \), the random variables \( \langle \hat{X}_n(x) - \hat{X}_n(x') \rangle \) and \( \langle \hat{X}_n(y) - \hat{X}_n(y') \rangle \) are conditionally independent knowing \( \sigma \{ \xi_j : j \leq n_0 \} \). Now for every \( \lambda \in \Lambda \), the neighbourhood \( \nabla(\lambda) \) of \( \lambda \) is defined by
\[ (81) \quad \nabla(\lambda) = \{ \lambda' \in \Lambda : j_\lambda = j_{\lambda'} \text{ and } \partial c_{\lambda'} \cap \partial c_\lambda \neq \emptyset \}. \]
Then if \( \overline{X}_n(\lambda) \) is defined as in (74), let \( d_n(\lambda) \) be defined by
\[ (82) \quad d_n(\lambda) = \max_{\lambda' \in \nabla(\lambda)} \frac{|\overline{X}_n(\lambda) - \overline{X}_n(\lambda')|}{|\lambda - \lambda'|}. \]
Thanks to Remark 5.1, we are now in the situation of applying Proposition 3.2 and the second reduction consists in proving that
\[ (83) \quad \limsup_{n \to \infty} \frac{1}{n} \max_{\lambda \in \overline{\Lambda}_n} d_n(\lambda) \]
\[ = \limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|\hat{X}_n(x) - \hat{X}_n(y)|}{|x - y| \sqrt{\log |x - y|^{-1}}} \]
\[ \mathbb{P} \text{ almost surely, and} \]
\[ \limsup_{n \to \infty} \frac{1}{n} \max_{\lambda \in \mathcal{X}_n} d_n(\lambda) = \sqrt{2d} \ C_D , \]
\[ \mathbb{P} \text{ almost surely, with} \]
\[ C_D^2 = \limsup_{x,y \to 0} \frac{\mathbb{E}[(X(x) - X(y))^2]}{\max |x - y|^2 \log |x - y|^{-1}} . \]

**Step 1.** Proof of (84).

As we have seen, if \( j_\lambda = m_\mu \) there is \( 2^{m_\mu} \) cells of \( \overline{Q}_n \) in each \( q_\lambda^\mu \) cell. Let \( K^\mu_n \) be the set \( \{1, \ldots, 2^{m_\mu}\} \) and if \( \lambda \in \Lambda^\mu_n \) let \( i(\lambda) \) be the position in \( c_n^\mu \) of the \( i \)th cell \( c_\lambda^\mu \) of \( \overline{Q}_n \cap c_n^\mu \) (with the abuse \( \overline{Q}_n \cap c_n^\mu = \{c \in \overline{Q}_n : \exists \tilde{c} \in c_n^\mu \text{ and } c \subset \tilde{c}\} \)).

Let \( \sigma^2(\lambda, \lambda') = \frac{\mathbb{E}[(\overline{X}_n(\lambda) - \overline{X}_n(\lambda'))^2]}{\max |\lambda - \lambda'|^2 \log |\lambda - \lambda'|} \]
and
\[ \sigma^2(\lambda) = \max_{\lambda' \in \overline{\nu}(\lambda)} \sigma^2(\lambda, \lambda') . \]

On the other hand, let us define functions \( \{\phi_k(\lambda, \lambda'), \ k = 1, \ldots, n\} \) and random variables \( \{\eta_k(\lambda), \ k = 1, \ldots, n\} \) such that
\[ \frac{\overline{X}_n(\lambda) - \overline{X}_n(\lambda')}{|\lambda - \lambda'|} = \sum_{k \leq n} \sum_{|x - r| \leq 2^{-k} g(k) \sqrt{r}} \left( \overline{\Phi}_r(\lambda) - \overline{\Phi}_r(\lambda') \right) / |\lambda - \lambda'| \xi_r \]
\[ := \sum_{k \leq n} \phi_k(\lambda, \lambda') \eta_k(\lambda) . \]

Let \( n^0 \) be the integer of Remark 5.1. It is clear that \( \{\eta_\lambda : j_\lambda > n^0\} \) is an i.i.d. family of Gaussian normal random variables. Furthermore,
\[ \sum_{k=1}^n \phi_k^2(\lambda, \lambda') = \sigma^2(\lambda, \lambda') . \]

Hence, if \( \mu \) is fixed and \( n \) is large enough we will be in the situation of Proposition 3.2. Therefore, for every sequence \( \{i_n\}_{n \geq 0} \) such that \( i_n \in K^\mu_n \),
\[ \limsup_{n \to \infty} \frac{1}{n} \max_{|\nu| = n^0} d_n(i_n(\nu)) = \sqrt{(1 - \mu) 2 \log d} \ C_D , \]
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\( \mathbb{P} \) almost surely. Let \( \mu \to 0 \), we obtain

\[
\limsup_{n \to \infty} \frac{1}{n} \max_{\lambda \to \infty} d_n(\lambda) \geq \sqrt{2} \, C_D ,
\]

\( \mathbb{P} \) almost surely. Since the upper bound is easily deduced from the one of Proposition 3.2, we have proved (84).

**Step 2.** Proof of (83).

Here we must go from averages to pointwise values. Let

\[
S(\lambda, \lambda'; x, y) = \frac{1}{n} d_n(\lambda, \lambda') - \frac{\tilde{X}_n(x) - \tilde{X}_n(y)}{|x-y|} ,
\]

for \( x \in c_\lambda, (x, y) \in \Delta_n \). In order to prove (83) it is enough to show that,

\[
\limsup_{n \to \infty} \max_{\lambda \in \Delta_n} \max_{\lambda' \in \nu(\lambda)} \max_{x \in c_\lambda} |S(\lambda, \lambda'; x, y)| = 0 ,
\]

\( \mathbb{P} \) almost surely, but

\[
|S(\lambda, \lambda'; x, y)|
\]

\[
= \frac{1}{n} \left| \sum_{k \leq n} \sum_{j_r \to k \, 2^k |r - k| \leq g(k)} \left( 2^{nd} \int_{c_\lambda} \left( \frac{\Phi_r(x') - \Phi_r(x)}{2^{-n}} \right) dx' \right. \right.
\]

\[
- 2^{nd} \int_{c_\lambda} \left( \frac{\Phi_r(y') - \Phi_r(y)}{2^{-n}} \right) dy' \) \] \( \xi_r \right).
\]

On the other hand,

\[
\int_{c_\lambda} (\Phi_r(x') - \Phi_r(x)) \, dx' - \int_{c_\lambda} (\Phi_r(y') - \Phi_r(y)) \, dy' = C \left( 2^{nd} \int_{c_\lambda} D^2 \Phi_r(\lambda, \lambda') (dx, dx') + \varepsilon \right) ,
\]

for \( C > 0 \). Denote by \( A_r \) this quantity; using Theorem 1.1,

\[
|A_r| \leq C 2^{-n} 2^{(d/2-m/2+2)r} 2^{-2n} = C 2^{(d/2-m/2-1)n} .
\]
Thanks to a result proved in [3] we have
\[ \sum_{2^n |\lambda - r| \leq g(k) \sqrt{k}} |A_r| \leq 4n, \]
if \( n \) is large enough. So
\[ |S(\lambda, \lambda'; x, y)| \leq 2 \frac{2^{-n}}{n} \sum_{k \leq n} \sqrt{k} \ 2^k 2^{(d/2-m/2-1)n}, \]
if \( n \) is large enough. Then (83) follows.

Step 3. Proof of (76).
It is sufficient to prove (77) and (78). Let us begin by (78). Taking into account that \( |\xi_r| \leq \sqrt{2} \sqrt{r} \) if \( |r| \) is large enough, and that
\[ \sum_{|l| \geq g(k) \sqrt{k}} \frac{1}{(1 + |l|)^{d+1}} \approx \frac{1}{g(k) \sqrt{k}}, \]
(78) becomes
\[ \frac{\hat{R}_X(s) - \hat{R}_X(y)}{|x - y| \sqrt{\log |x - y|^{-1}}} \leq \frac{1}{n} \sum_{1}^{n} \frac{1}{g(k)}, \]
but with a correct choice of function \( g \) we can deduce (78).
To prove (77) we use the same method as above. For \( \beta > 0 \) using again Theorem 1.1, (77) becomes
\[ \frac{|R_n X(x) - R_n X(y)|}{|x - y| \sqrt{\log |x - y|^{-1}}} \leq \frac{1}{n} \sum_{k=n}^{n + \beta \log n} \sqrt{k} + 2 \frac{2^m}{n} \sqrt{k} 2^{-k} \]
\[ \leq \frac{2}{n \beta} + \frac{3}{2} \beta \log n \sqrt{n}, \]
if \( n \) is large enough; in the first part of the proof of the upper bound we have used (2.2) with \( |\alpha| = 1 \) and with \( |\alpha| = 0 \) in the second one, where furthermore the inequality \( |x - y| < |x| + |y| \) has been used, hence the factor 2.
Conclusion. The proof of the law of the uniform modulus (30) results then from (84), (83) and (76).

4.2. Law of the uniform modulus when $l = 0$, $0 < \alpha < 1$.

In the present case, the reductions we perform will lead to a Brownian motion-like situation (cf. Introduction) or more precisely $[3]$-like situation. We set $\ell_\alpha(r) = r^\alpha$.

First reduction. Let $\beta > 0$, let us introduce the integers $n^{\pm}_\beta = n \pm [\beta \log n]$. We have to prove

$$\limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|X_{n^n_\beta}(x) - X_{n^n_\beta}(y)|}{\ell_\alpha(|x-y|)} = 0,$$

$\mathbb{P}$ almost surely, and

$$\limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|R_{n^n_\beta}X(x) - R_{n^n_\beta}X(y)|}{\ell_\alpha(|x-y|)} = 0,$$

$\mathbb{P}$ almost surely. That is to say, low and high scales have no contribution to the result. Let

$$S_n(x,y) = \left( R_{n^n_\beta}X(x) - R_{n^n_\beta}X(y) \right) - \left( R_{n^n_\beta}X(x) - R_{n^n_\beta}X(y) \right),$$

corresponding to the terms of scale between $n^{-}_\beta$ and $n^{+}_\beta$;

$$\limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|S_n(x,y)|}{\ell_\alpha(|x-y|)} = \limsup_{(x,y) \in \Delta_n} \frac{|X(x) - X(y)|}{\ell_\alpha(|x-y|)},$$

$\mathbb{P}$ almost surely, is a consequence of (86) and (87).

Second reduction. The second reduction will lead to a situation where the wavelets will be thought of as compactly supported. We have to show that

$$\limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|S_n(x,y)|}{\ell_\alpha(|x-y|)} = \limsup_{(x,y) \in \Delta_n} \frac{S_n(x,y)}{\ell_\alpha(|x-y|)},$$
\( \mathbb{P} \) almost surely, where \( \tilde{S}(x, y) \) is obtained by applying the operator (71) in each variable \( x \) and \( y \).

**Third reduction.** The third reduction consists in defining a sequence of partitions \( (P_n)_{n \geq 0} \) of the domain \( D \) such that if \( q \) and \( q' \) are two elements of \( P_n \) sufficiently far away then \( \{ \tilde{S}_n(x, y) : (x, y) \in q \times q \} \) and \( \{ \tilde{S}_n(x, y) : (x, y) \in q' \times q' \} \) become independent.

The integer \( \pi \) is, as before, equal to \( \lceil \log (2^n / g(n) \sqrt{n}) \rceil \). When \( s > 0 \) let \( \pi_s = \pi / n^s \). Consider the subsets

\[
\lambda_n = \{ \lambda \in \Lambda : j_\lambda = \pi \}, \quad \lambda'_n = \{ \lambda \in \Lambda : j_\lambda = \pi_s \}.
\]

Looking for the cells \( \lambda \) and \( \lambda'_s \) if \( \lambda \in \lambda_n \) and \( \lambda \in \lambda'_n \) respectively, we define \( \lambda'_s \) as the cell with the same center as \( \lambda_s \), with faces parallel to the axes and with side lengths \( 2^{-n}(\pi - \pi_s) \). In these conditions, for all \( s > 0 \), by construction we have independence between \( \sigma \{ \tilde{S}_n(x, y) : (x, y) \in \lambda \} \) and \( \sigma \{ \tilde{S}_n(x, y) : (x, y) \in \lambda'_s \} \) for \( \lambda \neq \lambda'_s \), \( j_\lambda = j_{\lambda'_s} = \pi_s \).

Now let \( \nu(\lambda) \) as before the set of neighbours of \( \lambda \). We have to show that

\[
\limsup_{n \to \infty} \max_{\lambda' \in \nu(\lambda)} \frac{\| \tilde{S}_n(\lambda, \lambda') \|}{2^{-an} \sqrt{n} d \log 2} = \limsup_{n \to \infty} \max_{(x, y) \in \Delta_n} \frac{\tilde{S}_n(x, y)}{I_\alpha(x, y)},
\]

\( \mathbb{P} \) almost surely, and this is a consequence of

\[
\limsup_{n \to \infty} \max_{(x, y) \in \Delta_n} \left| \frac{\tilde{S}_n(\lambda, \lambda')}{2^{-an} \sqrt{n} d \log 2} - \frac{\tilde{S}_n(x, y)}{I_\alpha(|x-y|)} \right| = 0,
\]

\( \mathbb{P} \) almost surely. The proof of (90) is in every way analogous to the one of (83). Now the method of [3] can be directly used for showing

\[
\limsup_{n \to \infty} \max_{\lambda' \in \nu(\lambda)} \frac{\| \tilde{S}_n(\lambda, \lambda') \|}{2^{-an} \sqrt{n}} = \sqrt{d \log 2} C_D,
\]

\( \mathbb{P} \) almost surely, and also (86), (87). For the last results we use well known bounds for independant gaussian random variables and the inequalities (18), (19).
4.3. Law of uniform “Zygmund-class”-modulus when $l = 0$, $\alpha = 1$.

We can proceed as in the last paragraph, using (18), (19) to restrict the sum only to scales $j_x \sim \log(|x - y|)$. Following the method of [3] the above reductions give the result.

4.4. Law of the iterated logarithm when $l = 0$, $\alpha = 1$.

Here we set $l^{(2)}_1(r) = |r| \sqrt{\log r^{-1} \log \log r^{-1}}$. To prove that for $y \in D$ we have

$$\limsup_{x \to y} \frac{|X(x) - X(y)|}{l^{(2)}_1(|x - y|)} = \sqrt{2} C(y),$$

$\mathbb{P}$ almost surely. We consider reductions of the problem absolutely similar to the preceding ones. We will also use the well known result of Levy-Kinchin,

$$\limsup_{n \to \infty} \frac{1}{\sqrt{n \log \log n}} \sum_{k=1}^{n} \xi_k = \sqrt{2},$$

$\mathbb{P}$ almost surely, where $(\xi_k, k \in \mathbb{N})$ is an i.i.d. sequence of Gaussian normal random variables.

Hence, using the modulus $l^2_1(r)$ in place of $l_1(r) = |r| \log(r^{-1})$ it is possible to prove an inequality analogous to (77) and (78), therefore an equality similar to (76). In these conditions (83) will become

$$\limsup_{n \to \infty} \frac{1}{\sqrt{n \log \log n}} \left( \max_{\lambda \in \overline{X}_k(y)} d_n(\lambda) \right) = \limsup_{n \to \infty} \max_{(x,y) \in \Delta_n} \frac{|\tilde{X}_n(x) - \tilde{X}_n(y)|}{l^{(2)}_1(|x - y|)},$$

(92)

where $\overline{X}_k(y) = \{\lambda \in \overline{X}_k \text{ and } 2^n d(\lambda, y) \leq g(n) \sqrt{n}\}$.

Then using (91) the first member of (92) converges to $\sqrt{2} C(y)$ almost surely.
4.5. Law of the iterated logarithm when $l = 0$, $0 < \alpha < 1$.

To prove the law of the iterated logarithm we have only to show that

\begin{equation}
\limsup_{x \to y} \frac{|X(x) - X(y)|}{\log n (x,y) \in \Delta_n} = \limsup_{n \to \infty} \frac{1}{\sqrt{\log n}} \max K,
\end{equation}

$\mathbb{P}$ almost surely, with

\[ K = 2^{\alpha n} \sum_{n - \beta \log \log n < k < n + \beta \log \log n} \left( \Phi_r(x) - \Phi_r(y) \right) \xi_r \sqrt{2 \log 2 C_s(g)}. \]

The same reductions as above show that we can use the proof of the same result given in [BJR] for the one dimensional case. Hence (93).

4.6. The laws of moduli when $l \neq 0$.

In order to end the proof of Theorem 1.3 we still have to consider the case $l \neq 0$.

Let $s$ be a multi-index of length $l$. Let us set $Y(x) = \partial^s X(x)$. Thanks to Proposition 2.1,

\[ Y(x) = \sum_{\lambda \in \Lambda} \partial^s \Phi_\lambda(x) \xi_\lambda \approx \sum_{\lambda \in \Lambda} \theta_\lambda \xi_\lambda. \]

Let $\tilde{A}$ be the elliptic operator defining the topology of the auto-reproducing Hilbert space $H_y$ of $Y$. As $\theta_\lambda$ is an orthonormal basis of $H_y$, it follows that $\theta_\lambda = \tilde{A}^{-1/2} \psi_\lambda$; as $\partial^s \varphi_\lambda = \partial^s \tilde{A}^{-1/2} \psi_\lambda$, we get $\tilde{A}^{-1/2} = \partial^s \tilde{A}^{-1/2}$. So, the symbol $\sigma_y$ of $\tilde{A}$ is of degree $m - 2l$; it satisfies Hypothesis HA $(m - 2l, \gamma)$. Therefore, performing the same calculus as above we obtain the theorem in the general case.


Let us now prove Theorem 1.6 which concerns generalized Gaussian processes. From the estimations of Theorem 1.1 we know there exists $r_d > 0$ such that

\begin{equation}
\lim_{h \to 0} \sum_{0 \leq \lambda \leq \log_2 (h^{-1})} \frac{(\Phi_\lambda(x + h) - \Phi_\lambda(x))^2}{|h|^2 \log (|h|^{-1})} = r_d^2,
\end{equation}
when \( d = 1 \) or \( d = 2 \), and

\[
(95) \quad \lim_{h \to 0} \sum_{0 \leq j \leq \log_2(h^{-1})} \frac{(\Phi(x + h) - \Phi(x))^2}{|h|^2} = r_d^2,
\]

if \( d \geq 3 \). Using these limits we can transpose the proofs we gave for the law of the uniform modulus to get the results of Theorem 1.6. Note that when \( d = 1 \), \( d = 2 \) then \( \alpha = 1 \) (critical case) so that \( C_d = r_d \sqrt{2 \log 2} \).

When \( d \geq 3 \), \( \alpha = 1/2 \) and \( C_d = r_c \sqrt{2} d \log 2 \).

4.8. Moduli of continuity for the multifractional Brownian motion.

We constructed a collection of wavelets \( \omega_\lambda \) which, because of the decomposition (44), plays for the multifractional Brownian motion exactly the same role as the \( \Phi_\lambda \) for Elliptic Processes. The proofs of regularity results for the multifractional Brownian motion are similar to [3] and we will just sketch them. We first prove “vaguelettes-type” localization estimates for the \( \omega_\lambda \) defined in (43).

**Proposition 4.1.** We assume the function \( a \) belongs to \( C^r(\mathbb{R}^d, (0, 1)) \), \( \sup a(x) \leq r \), \( r > 0 \), \( (j, l) \neq (0, 0) \) and \( K \in \mathbb{N} \). Then there exists a constant \( C \) (which depends on \( K \)) such that

\[
|\omega_\lambda(x)| \leq C \, 2^{-ja(x)} \left( \frac{1}{(1 + |2^j x - k|)^K} + \frac{1}{(1 + |k|)^K} \right)
\]

(96) and

\[
|\omega_\lambda(x) - \omega_\lambda(y)| \leq C \, 2^{-ja(x)} \left( \frac{2^j |x - y| + j |a(x) - a(y)|}{(1 + |2^j x - k|)^K} + \frac{j |a(x) - a(y)|}{(1 + |k|)^K} \right).
\]

(97)

**Proof.** We want to bound

\[
H = \int \frac{e^{ix\xi}}{\xi^{a(x) + d/2}} \hat{\psi}_\lambda(\xi) \, d\xi = 2^{-jd/2} \int \frac{e^{i(x - \lambda)\xi}}{\xi^{a(x) + d/2}} \hat{\psi}(l) \left( \frac{\xi}{2\pi} \right) \, d\xi.
\]

Let us recall that the support of \( \hat{\psi} \) is included in \( \{\xi : 2\pi/3 \leq |\xi| \leq 8\pi/3\} \). Setting \( \nu = \xi/2^j \) in the integral we get easily

\[
|H| \leq c \, 2^{-ja(\lambda)}.
\]
If this change of variable is made after $K$ integrations by part in a
direction where

$$|x - \lambda| \leq d |x_p - \lambda_p|,$$

we get

$$H \leq e^{2^{-j(K+a(x))}} |x - \lambda|^{-K}.$$  

From these two inequalities we deduce (96).

For the second result we write $\omega_\lambda(x) - \omega_\lambda(y) = R + S$, where

$$R = 2^{-jd/2} \int \frac{e^{i(x-\lambda)\xi} (e^{i(y-x)\xi} - 1)}{|\xi|^{a(x)+d/2}} \hat{\psi}(t) \left( \frac{\xi}{2^j} \right) d\xi$$

and

$$S = 2^{-jd/2} \int \frac{(e^{i(y)\xi} - 1) e^{-i\xi \lambda}}{|\xi|^{a(x)+d/2}} \left( \frac{1}{|\xi|^{a(y)a(x)} - 1} \right) \hat{\psi}(t) \left( \frac{\xi}{2^j} \right) d\xi.$$

To give a bound for $R$ we use $|e^{ih\xi} - 1| \leq |h||\xi|$ and proceed as in the

proof of (96), so that

$$|R| \leq 2^{-ja(x)} \frac{2^j |x - y|}{(1 + |2^j x - k|)^K}.$$  

Now we can split $S$ as $S = S_1 + S_2$,

$$S_1 = 2^{-j(a(x)+d)} \int \frac{(e^{i(y)\xi} - 1) e^{-i\xi \lambda}}{|\xi|/2^j |a(x)+d/2|} \left( \frac{1}{|\xi/2^j a(y)-a(x)| - 1} \right) \hat{\psi}(t) \left( \frac{\xi}{2^j} \right) d\xi,$$

$$S_2 = 2^{-jd} (2^j (a(x)-a(y)) - 1) \int \frac{(e^{i(y)\xi} - 1) e^{-i\xi \lambda}}{|\xi/2^j a(y)+d/2|} \hat{\psi}(t) \left( \frac{\xi}{2^j} \right) d\xi.$$  

With the same integrations by part, change of variable and using the

inequality

$$r^{a(y)-a(x)} - 1 = O \left( |a(y) - a(x)| \log r \max \{r^{a(x)}, r^{a(y)}\} \right),$$

we obtain

$$|S_1| \leq c 2^{-ja(x)} \frac{j |a(x) - a(y)|}{(1 + |k|)^K},$$

and then the last estimate of the Proposition holds.
Let us now prove the law of the uniform modulus. We use the decomposition (44) in order to estimate \((B_a(x + h) - B_a(x))\). Setting 
\[ n = \log_2 |h|^{-1} \] (so that \(2^{-n-1} < |h| \leq 2^{-n}\)), we separate the sum into four terms \(T_i\) which correspond to the cases

1. \(j < n - \beta \log n\),
2. \(j > n + \beta \log n\),
3. \(n - \beta \log n \leq j \leq n + \beta \log n\), \(j(a_E - a(\lambda)) \leq \delta \log j\),
4. \(n - \beta \log n \leq j \leq n + \beta \log n\), \(j(a_E - a(\lambda)) \geq \delta \log j\).

Using well known properties of an independant sequence of standard gaussian random variables as in [3], when \(\beta(1 - a_E) > 1/2\), we get from (97)
\[ \lim_{h \to 0} |h|^{-a_E} T_1 = 0, \]
and from (96)
\[ \lim_{h \to 0} |h|^{-a_E} T_2 = 0. \]

In the same way we deduce also from (97) that
\[ \lim_{h \to 0} |h|^{-a_E} T_3 = 0. \]

The relevant contribution of the sum is given by \(T_4\). Now, using the continuity of the function \(C_E\) and proceeding as in [3], we get
\[ \limsup_{x, y \in E} \frac{|B_a(x) - B_a(y)|}{|x - y|^{a_E} \sqrt{\log 1/|x - y|}} = C_E \sqrt{d}, \]
\(\mathbb{P}\) almost surely. The proof of the law of the iterated logarithm follows exactly the corresponding proof for E.G.R.P. in the non-critical case.

The asymptotic self similarity of the Multifractional B.M. \(B_a\) is a straightforward application of the following Proposition. We define
\[ \theta_\lambda = \int \frac{e^{ix\xi} - 1}{|\xi|^{a(\lambda)+d/2}} \hat{\psi}_\lambda(\xi) \, d\xi. \]
Proposition 4.2. If the function $a$ belongs to $C^r(\mathbb{R}^d, (0,1))$, $(r > 0)$, we have the following asymptotic behavior

$$|\omega_\lambda(x) - \theta_\lambda(x)| \leq c \beta a(x) - a(\lambda)| 
\cdot 2^{-j \min\{a(x), a(\lambda)\}} \left( \frac{1}{1 + |2^j x - h^j|} + \frac{1}{1 + |h^j|} \right).$$

The proof is along the lines of Proposition 4.1.

5. Scaling properties for Elliptic Gaussian processes.

In this part Theorems 1.4, 1.5 and Proposition 1.3 are proved. Recall that we want to study the local scaling properties for Elliptic Gaussian processes. They will be connected with scaling properties of the associated symbols or wavelets. Consider a point $x_0$ in $\mathbb{R}^d$ which remains fixed for the whole paragraph. The whole-scale Littlewood-Paley basis (of $L^2$) is denoted by $\{\psi_\mu\}_{\mu \in \Delta}$, where $\Delta = \mathbb{Z}^d \times \mathbb{Z}^d \times \mathbb{L}$.

Let $s$ be a symbol on $\mathbb{R}^d$. We define when it makes sense the function $g^s_\lambda$ by its Fourier transform

$$g^s_\lambda(\xi) = \frac{\hat{\psi}_\lambda(\xi)}{s(x, \xi)}.$$

5.1. Scaling properties for elliptic symbols.

We suppose here that the symbol $\sigma$ fulfills hypotheses HA $(m, \gamma)$. We consider only the case $m = d + 2 \alpha$, $0 < \alpha \leq 1$.

For $\rho > 0$ we set

$$\sigma^x(x, \xi) = \sigma(x_0 + x, \xi), \quad \sigma^x_\rho(x, \xi) = \rho^m \sigma^x_0 \left( \frac{\rho x, \xi}{\rho} \right).$$

Using the scaling properties of $\{\psi_\lambda\}_\lambda$, we have

(98) $$g^s_\lambda(x) = \rho^{-\alpha} g^s_\lambda(\rho x),$$

if $\rho = 2^{-p}$, $\lambda(\rho) = 2^{-p}(k + l/2) = \rho \lambda$. The extension to $\rho$ positive real is obvious.
Consequently, when \((\xi_{\lambda})_{\lambda \in \Delta}\) is an i.i.d. standard Gaussian family, we get

\[
\rho^{-\alpha} \sum_{j_{\lambda} \geq 0} \left( g_{\lambda}^{\sigma_{\mu}^{0}}(x 2^{-p}) - g_{\lambda}^{\sigma_{\mu}^{0}}(0) \right) \xi_{\lambda} \\
= \sum_{j_{\lambda} \geq 0} \left( g_{\lambda(1/\rho)}^{\sigma_{\mu}^{0}}(x) - g_{\lambda(1/\rho)}^{\sigma_{\mu}^{0}}(0) \right) \xi_{\lambda} .
\]

(99)

This gives the following equality in law

\[
\rho^{-\alpha} \sum_{j_{\lambda} \geq 0} \left( g_{\lambda}^{\sigma_{\mu}^{0}}(x 2^{-p}) - g_{\lambda}^{\sigma_{\mu}^{0}}(0) \right) \xi_{\lambda} \\
= \sum_{j_{\mu} \geq -p} \left( g_{\mu}^{\sigma_{\mu}^{0}}(x) - g_{\mu}^{\sigma_{\mu}^{0}}(0) \right) \xi_{\mu} .
\]

(100)

Lemma 5.1. With the above notations, the convergence and the limit of \(\sigma_{\rho}^{0}(x, \xi)\) when \(\rho \to 0^+\) is independent of \(x\). In case of convergence, the limit function \(\theta\) satisfies, for all \(\xi\) and \(r > 0\),

\[
\theta(r \xi) = r^{m} \theta(\xi) ,
\]

and also, for all \(\xi\),

\[
c |\xi|^{m} \leq |\theta(\xi)| \leq C |\xi|^{m} ,
\]

(101)

where \(c, C\) are the ellipticity constants given by hypothesis HA \((m, \gamma)\) for the symbol \(\sigma\).

Proof. We know from HA \((m, \gamma)\) that

\[
\rho^{m} |\sigma(x_{0} + \rho x, \xi/\rho) - \sigma(x_{0}, \xi/\rho)| \leq K \rho^{m} \left(1 + \frac{|\xi|}{\rho}\right)^{m+\varepsilon'} |\rho x|^\varepsilon ,
\]

with \(\varepsilon > \varepsilon' \geq 0\). This is bounded by \(K(\rho + |\xi|)^{m+\varepsilon'} |x|^\varepsilon |\rho^0 \rho^{-\varepsilon} = o(\rho)\).

The first assertion of the Lemma is now clear. The homogeneity property of the limit function is classical. And the last inequalities are deduced from

\[
c |\xi|^{m} \leq \sigma(z, \xi) \leq C |\xi|^{m} , \quad \text{if } |\xi| \geq R ,
\]
which are part of our hypothesis.

5.2. Local scaling for processes.

We define the scaling operators $R_{\alpha,\rho}$ when $\alpha < 1$, $L_\rho$ when $\alpha = 1$ by

$$R_{\alpha,\rho}(f) = \frac{f(x_0 + \rho \cdot, ) - f_{\lambda}(x_0)}{\rho^\alpha},$$

$$L_\rho(f) = \frac{1}{\sqrt{\log(1/\rho)}} \frac{f(x_0 + \rho \cdot, ) - f_{\lambda}(x_0)}{\rho}.$$

We suppose here that the symbol $\sigma$ fullfills hypotheses HA $(m, \gamma)$, $H1$. We consider $A = \text{op}(\sigma)$ and $X$ the gaussian process associated with. According to Proposition 1.2 we can write

$$X_x = \sum_{\lambda \in \Lambda} \xi_\lambda \Phi_\lambda(x),$$

with $\xi_\lambda$ i.i.d. standard gaussian. We complete the family with $\xi_\lambda$, $j_\lambda < 0$ keeping the i.i.d. property valid.

We say that the symbol $\sigma$ satisfies hypothesis $H(x_0)$ when

$$\lim_{\rho \to 0^+} \sigma_{\rho}^x(0, \xi) = \theta(\xi), \quad \text{for almost every } \xi \in \mathbb{R}^d.$$

In this case we set

$$Y_x = \sum_{\lambda \in \Lambda} \xi_\lambda g_\lambda^x(x).$$

We can now state convergence in law ($(d)$-lim) and equality in law $(\overset{(d)}{=})$ for the locally scaled processes.

**Lemma 5.2.** We suppose that the symbol $\sigma$ of the E.G.P. $X$ fullfills HA $(m, \gamma)$, $H(x_0)$ and HAS $(m, \gamma)$. If $\alpha < 1$,

$$\lim_{\rho \to 0^+} R_{\alpha,\rho}X = Y,$$

and for all $\rho > 0$,

$$R_{\alpha,\rho}Y \overset{(d)}{=} Y.$$
If \( \alpha = 1 \), there exists a gaussian vector \( G \) on \( \mathbb{R}^d \) such that

\[
(d) \lim_{\rho \to 0^+} L_\rho X = (d) \lim_{\rho \to 0^+} L_\rho Y = (G \mid x).
\]

**Proof.** Case \( \alpha < 1 \). Let us give first the idea of the proof. We approximate

\[
R_{\alpha, \rho}X = \rho^{-\alpha} \sum_{j_\lambda \geq 0} \left( \Phi_\lambda(x_0 + \rho \cdot) - \Phi_\lambda(x_0) \right) \xi_\lambda
\]

by

\[
\rho^{-\alpha} \sum_{j_\lambda \geq 0} \left( g^{\sigma_{\rho}}_\lambda (\rho \cdot) - g^{\sigma_{\rho}}_\lambda (0) \right) \xi_\lambda.
\]

But as far as the laws are concerned we know from (100) that the renormalization of the above process is equivalent to a shift on the scales. We obtain

\[
R_{\alpha, \rho}X \overset{(d)}{=} \sum_{j_\rho \geq \log_2 \rho} \left( g^{\sigma_{\rho}}_\mu (x) - g^{\sigma_{\rho}}_\mu (0) \right) \xi_\mu.
\]

As \( \lim_{\rho \to 0^+} \log_2 \rho = -\infty \) and the symbol \( \sigma_{\rho}^{x_0} \) converges to \( \theta \) (by hypothesis) we get (103)

\[
(d) \lim_{\rho \to 0^+} R_{\alpha, \rho}X_x = \sum_{\lambda \in \Lambda} \xi_\lambda g^{\theta}_\lambda(x).
\]

Now let us give the technical justifications for the three steps just described. For the first step we use the approximation of wavelets given by the Theorem 1.3, so that

\[
\lim_{\rho \to 0^+} \rho^{-\alpha} \sum_{j_\lambda \geq 0} \left( g^{\sigma_{\rho}}_\lambda (\rho x) - g^{\sigma_{\rho}}_\lambda (0) \right) \xi_\lambda = 0,
\]

uniformly on every bounded set, \( \mathbb{P} \) almost surely.

In the second step we apply directly (100) so that

\[
\sum_{j_\lambda \geq 0} \left( g^{\sigma_{\rho}}_\lambda (x 2^{-p}) - g^{\sigma_{\rho}}_\lambda (0) \right) \xi_\lambda \overset{(d)}{=} \sum_{j_\rho \geq -p} \left( g^{\sigma_{\rho}}_\mu (x) - g^{\sigma_{\rho}}_\mu (0) \right) \xi_\mu.
\]
For the last step we use the convergence of symbols given by hypothesis \( H(x_0) \) and also Lemma 5.1. Then

\[
\lim_{\rho \to 0^+} \sum_{j_\mu \geq -\log_2 \rho} \left( g_{\mu_\rho}^{x_0}(x) - g_{\mu_\rho}^{x_0}(0) \right) \xi_{\mu} = \sum_{j_\mu \in \mathbb{Z}} \left( g_{\mu_\rho}(x) - g_{\mu_\rho}(0) \right) \xi_{\mu}.
\]

This gives the first result of the Lemma. The second one is another direct application of the scaling result (100).

Case \( \alpha = 1 \). The canonical basis of \( \mathbb{R}^d \) is denoted by \( (e_1, \ldots, e_d) \). We know from our construction that \( \partial_{t} \Phi_{\mu}(x) \sim \delta(l, 1) \), when \( x \to \mu = (j, k, l) \), where \( \delta \) denotes the Kronecker symbol, and at the same time

\[
\left| \partial_{t} \Phi_{\mu}(x) \right| \leq K \frac{1}{(1 + |x - \mu|)^{d+\gamma}}.
\]

Then, if \( \rho \to 0^+ \), using the proof that led to the uniform modulus result in the critical case \( \alpha = 1 \), we get

\[
\frac{1}{\sqrt{\log (1/\rho)}} \sum_{\mu \in \Lambda} \frac{\Phi_{\rho}(x_0 + \rho x) - \Phi_{\rho}(x_0)}{\rho} \xi_{\mu} \sim \sum_{i=1}^{d} \frac{(x | e_i)}{\sqrt{\log (1/\rho)}} \sum_{0 \leq j \leq \log(1/\rho)} \xi_{\mu_j(x_0, i)},
\]

where \( \mu_j(x, i) \) is defined by \( \mu_j(x, i) = (j, k, l) \) if and only if \( l = \delta(\cdot, i) \) and \( x \) belong to a dyadic cube \( q_{j,k} \). The end of the proof is now an application of the Central Limit Theorem.

As an immediate consequence we can now prove Theorem 1.4, 1.5.

5.3. Local scalings for \( X_A \).

We first prove Theorems 1.4 and 1.5.

Lemma 5.2 gives ii) implies i) for both Theorem 1.4 and Theorem 1.5. As i) implies iii) is clear, we have only to prove iii) implies ii).

Let us consider the symbols

\[
\underline{\theta}(\xi) := \lim_{\rho \to 0^+} \inf \sigma_{\rho}^{x_0}(x, \xi), \quad \overline{\theta}(\xi) := \lim_{\rho \to 0^+} \sup \sigma_{\rho}^{x_0}(x, \xi)
\]

\[\text{ where } \sigma_{\rho}(x, \xi) = \frac{1}{\rho^d} \sum_{j_\mu \geq -\log_2 \rho} \left| g_{\mu_\rho}^{x_0}(x) - g_{\mu_\rho}^{x_0}(0) \right| \xi_{\mu}.
\]
and recall that they satisfy (102) (see Lemma 5.1).

In the case \( \alpha < 1 \), we deduce from the result (60) and the hypothesis of convergence

\[
0 < \int \frac{\sin^2(u \xi)}{\vartheta(\xi)} \, d\xi
= \lim_{\rho \to 0^+} \mathbb{E} \left( \frac{X(x_0 + \rho u) - X(x_0)^2}{\rho^{2\alpha}} \right)
= \int \frac{\sin^2(u \xi)}{\vartheta(\xi)} \, d\xi < \infty.
\]

This leads to the almost everywhere equality

\[
\vartheta(\xi) = \overline{\vartheta}(\xi),
\]

and then to existence of the limit stated in ii).

In the case \( \alpha = 1 \) the proof is the same, except that we use (63) instead of (60).

We now prove Proposition 1.3.

The fact that \( \sigma = \sigma_0 \cdot f \) satisfies HA \((m, \gamma)\) and that Proposition 1.1 can be applied is easy to check.

As we know that

\[
\lim_{\rho \to \infty} \sigma_0(\rho \xi) \frac{\rho^{d+2\alpha}}{\rho^{d+2\alpha}} = \theta_{x_0}(\xi),
\]

(see (38)) and also that the function \( f \) is bounded we obtain the existence of

\[
\limsup_{\rho \to \infty} \sigma(\rho \xi) \frac{\rho^{d+2\alpha}}{\rho^{d+2\alpha}}.
\]

Then, with the same arguments as in the proof of Lemma 5.2, case \( \alpha < 1 \), we see that the process \( X_A \) belongs to the weak L.A.S.S. class.

Moreover the process \( X_A \) belongs to the L.A.S.S. class if and only if

\[
\lim_{\rho \to \infty} \frac{\sigma(\rho \xi)}{\rho^{d+2\alpha}}
\]

exists and this, within our hypotheses, is equivalent to the existence of \( \lim_{\rho \to \infty} f(\xi) \).
References.
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