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Abstract

We obtain a regularity conditions for solutions of the 3D Navier-Stokes equations with fractional powers of the Laplacian, which incorporates the vorticity direction and its magnitude simultaneously. We find that regularity assumption of direction field of the vorticity compensates with the integrability condition for the magnitude of vorticity. The regularity of direction field is most naturally measured in terms of the Triebel-Lizorkin type of norms. This unifies and extends previous results in this direction of studies, where the geometric structure of the vortex stretching term is used to obtain refined regularity conditions, initiated by Constantin and Fefferman.

1. Introduction

We are concerned with the following ‘generalized’ Navier-Stokes equations:

\[ \begin{align*}
\frac{\partial v}{\partial t} + (v \cdot \nabla)v &= -\nabla p - \nu \Lambda^\alpha v, \\
\text{div } v &= 0, \\
v(x, 0) &= v_0(x),
\end{align*} \]

where \( v = (v^1, v^2, v^3) \), \( v^j = v^j(x,t), j = 1, 2, 3 \) is the velocity of the fluid flows, \( p = p(x,t) \) is the scalar pressure, \( v_0(x) \) is a given initial velocity field satisfying \( \text{div } v_0 = 0 \), and \( \nu > 0 \) is the viscosity constant. We are using the notation, \( \Lambda^\alpha = (-\Delta)^{\alpha/2} \). We denote the system (1.1)-(1.3) by \((NS)_\alpha\). The case \( \alpha = 2 \) corresponds to the usual Navier-Stokes equations, which we denote simply by \((NS)\). Heuristically, number \( \alpha \) represents the ‘strength of dissipation’, and in this paper we are concerned with the case \( 0 < \alpha \leq 2 \).
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We note that the system \((NS)_\alpha\) was first considered by J.L. Lions in [25], and the global regularity for \(\alpha \geq \frac{5}{2}\) is shown there. We also remark that more recently there were studies on the small data global well-posedness on the same equation with \(0 \leq \alpha \leq 2\) by the author of this paper, using the scale invariant Besov spaces ([14]) (see also [33, 7] for related studies). Taking curl of (1.1), we obtain the following vorticity equation.

\[
\frac{\partial \omega}{\partial t} + (v \cdot \nabla)\omega = (\omega \cdot \nabla)v - \nu \Lambda^\alpha \omega, \tag{1.4}
\]

where the vorticity \(\omega\) is defined by

\[
\omega = \text{curl } v. \tag{1.5}
\]

The incompressibility condition (1.2) combined with (1.5) implies the Biot-Savart’s law,

\[
v(x, t) = -\frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{y \times \omega(x + y, t)}{|y|^3} \, dy \tag{1.6}
\]

for sufficiently rapidly decaying vorticity near infinity. After pioneering work by J. Leray ([24]) there are many comprehensive literatures on the existence theory of the weak solution of the \((NS)\) equations (say, [23, 31, 26]). The regularity of this weak solution is known as one of the most challenging problems in the mathematical fluid mechanics. In this note we are concerned with the regularity condition of the weak solutions of \((NS)_\alpha\). The first result for \((NS)\) in this direction is the one by Prodi ([27]), which states that if weak solution \(v(x, t)\) satisfies

\[
v \in L^r(0, T; L^p(\mathbb{R}^3)), \quad \frac{3}{p} + \frac{2}{r} \leq 1 \tag{1.7}
\]

for \(3 < p \leq \infty\), then \(v(x, t)\) is regular. After that there are further developments and refinements by Serrin ([29]), Fabes-Jones-Riviere ([20]), Kozono-Taniuchi ([22]), and Escauriaza-Sverak-Seregin ([19]). In particular, Beirão da Veiga ([3]) obtained regularity condition in terms of \(\nabla v\), which is equivalent to the one in terms of the vorticity due to the Calderon-Zygmund inequality. This states that if the vorticity, \(\omega = \text{curl } v\) of the weak solution \(v\) satisfies

\[
\omega \in L^r(0, T; L^p(\mathbb{R}^3)), \quad \frac{3}{p} + \frac{2}{r} \leq 2, \tag{1.8}
\]

for \(\frac{3}{2} < p \leq \infty\), then \(v\) becomes regular. This condition is later improved in [13], requiring the same regularity condition only for the two components of the vorticity.
On the other hand, Constantin and Fefferman discovered remarkable geometric structures of the vortex stretching term, the first one of the right-hand side of (1.4), which leads to the following statements [16] (see also [15]). Let \( \xi(x, t) = \omega(x, t)/|\omega(x, t)| \) be the direction field of the vorticity, and let \( \theta(x, y, t) \) be the angle between \( \xi(x, t) \) and \( \xi(x + y, t) \). If \( \theta(x, y, t) \) satisfies
\[
| \sin \theta(x, y, t) | \leq C|y|
\]
in the region where the \( |\omega(x, t)|, |\omega(x + y, t)| > K \) for some large constant \( K \), then the solution becomes regular. After that this geometric structures have been used by many authors, say [17, 11, 10, 5, 2, 21]. For the convenience in the later discussion of our main result we describe here the results in [5] and [2]. In [5] it is proved that if
\[
| \sin \theta(x, y, t) | \leq g(x, t)|y|^s, \quad \text{for some function} \quad g \in L^r(0, T; L^p(\mathbb{R}^3))
\]
with \( \frac{3}{p} + \frac{2}{r} = s - \frac{1}{2} \),

(1.9)

for some \( s \in [1/2, 1] \), \( r \in [\frac{4}{2s-1}, \infty] \) in the region where \( |\omega(x, t)|, |\omega(x + y, t)| > K \) for some large constant \( K \), then the solution becomes regular on \([0, T]\). We note here that for \( p = r = \infty, s = 1/2 \) the condition (1.9) reduces to
\[
| \sin \theta(x, y, t) | \leq C|y|^{\frac{1}{2}},
\]
which shows genuine improvement of [5] from [16]. In order to handle the case \( s \in (0, 1/2] \) in (1.9) the following is proved in [2]. If
\[
| \sin \theta(x, y, t) | \leq |y|^s \quad \text{and} \quad \omega \in L^2(0, T; L^p(\mathbb{R}^3)), \quad \frac{3}{p} = s + 1
\]

(1.10)

for some \( s \in (0, 1/2] \) in the region where the \( |\omega(x, t)|, |\omega(x + y, t)| > K \) for some large constant \( K \), then the solution becomes regular on \([0, T]\). We observe here that there is an extra condition of suitable integrability of the vorticity besides the regularity condition of the direction. Before stating our main theorems below we note that all of the above regularity conditions for weak solutions can be viewed as continuation principle for local in time strong solutions in \( H^s(\mathbb{R}^3), s > 5/2 \). In the case considered in this paper, since the existence of weak solutions is not yet proved rigorously for \( 0 < \alpha < 2 \), in particular (although I believe it could be done following the same lines of proof as the case of \( \alpha = 2 \)), the regularity conditions stated in Theorem 1.1 and Theorem 1.2 below should be understood as the continuation principle for local in time strong solution. We now state our main results in this paper. The main purpose of the following first result is to use it to prove Theorem 1.2 below, which we state as a theorem, since it is interesting in itself.
Theorem 1.1 Let $\omega$ be the vorticity of a solution of $v$ for \((NS)_\alpha\), $0 < \alpha \leq 2$, satisfying

\begin{equation}
\omega \in L^r(0, T; L^p(\mathbb{R}^3)), \quad \text{with} \quad \frac{3}{p} + \frac{\alpha}{r} \leq \alpha,
\end{equation}

where $\frac{\alpha}{p} < p \leq \infty$. Then, there is no singularity up to $T$.

Remark 1.1: The above theorem says quantitatively that for the regularity of solutions of weaker dissipative term we need higher integrability of the vorticity. For $\alpha = 2$ (1.11) reduces to (1.8). For $p = \infty$, $r = 1$ (1.11) reduces to the Beale-Kato-Majda condition [1].

Remark 1.2: We observe that the system \((NS)_\alpha\) is invariant under scaling transform,

$$v(x, t) \rightarrow v^\lambda(x, t) = \lambda^{\alpha-1}v(\lambda x, \lambda^\alpha t), \quad p(x, t) \rightarrow p^\lambda(x, t) = \lambda^{2\alpha-2}p(\lambda x, \lambda^\alpha t),$$

which induces the scaling for the vorticity, $\omega(x, t) \rightarrow \omega^\lambda(x, t) = \lambda^\alpha \omega(\lambda x, \lambda^\alpha t)$. For this scaling transform we have the norm invariance in the case of equality in (1.11) as follows.

$$\|\omega\|_{L^r(0, T; L^p(\mathbb{R}^3))} = \|\omega^\lambda\|_{L^r(0, \lambda\alpha T; L^p(\mathbb{R}^3))}, \quad \text{if} \quad \frac{3}{p} + \frac{\alpha}{r} = \alpha.$$

In this sense we can regard the condition (1.11) as optimal.

For the statement of our main result we introduce a function space. Given $0 < s < 1$, $1 \leq p \leq \infty$, $1 \leq q \leq \infty$, the function space $\mathcal{F}^s_{p,q}$ is defined by the seminorm,

$$\|f\|_{\mathcal{F}^s_{p,q}} = \begin{cases} \left\| \left( \frac{1}{|y|^{n+qs}} \right) f(x+y) - f(x) \right\|_{L^p(\mathbb{R}^n, dx)} & \text{if} \ 1 \leq p \leq \infty, 1 \leq q < \infty \\ \text{ess sup} \left\| \frac{f(x+y) - f(x)}{|y|^s} \right\|_{L^p(\mathbb{R}^n, dx)} & \text{if} \ 1 \leq p \leq \infty, q = \infty \end{cases}$$

Observe that, in particular, $\mathcal{F}^s_{\infty,\infty} \cong C^s$, the usual Hölder seminormed space. In order to compare this space with other more classical function spaces let us introduce the Banach space $\mathcal{F}^s_{p,q}$ by defining its norm,

$$\|f\|_{\mathcal{F}^s_{p,q}} = \|f\|_{L^p} + \|f\|_{\mathcal{F}^s_{p,q}}.$$

We note that for $0 < s < 1$, $2 \leq p < \infty$ and $q = 2$, $\mathcal{F}^s_{p,2} \cong L^p(\mathbb{R}^n) = (1-\Delta)^{-\frac{s}{2}} L^p(\mathbb{R}^n)$, the fractional order Sobolev space (or the Bessel potential space). (See [30, pp. 163]).
If $\frac{n}{\min\{p,q\}} < s < 1$, $n < p < \infty$ and $n < q \leq \infty$, then $F^{s}_{p,q}$ coincides with the Triebel-Lizorkin space $F^{s}_{p,q}$ (See [32, pp. 101]). We note that there are previous papers (see [6, 8, 9, 11, 12]), where the the Triebel-Lizorkin space $F^{s}_{p,q}$ was used for the study of Cauchy problems in the fluid mechanics. The following is our main Theorem.

**Theorem 1.2** Let $v(x, t)$ be a solution to $(NS)_\alpha$ and $\omega(x, t) = \text{curl } v(x, t)$. Let $\xi(x, t)$ be its direction field, $\xi(x, t) = \omega(x, t)/|\omega(x, t)|$, defined for $\omega(x, t) \neq 0$. Suppose there exists $s \in (0, 1)$, $q \in (\frac{3}{s-3}, \infty]$, $p_1 \in [1, \infty]$, $p_2 \in (1, \frac{2}{3})$ satisfying

$$\frac{s}{3} \leq \frac{1}{p_1} + \frac{1}{p_2} \leq \frac{s+3}{1}, \quad \frac{1}{p_2} + \frac{1}{q} < 1 + \frac{s}{3}$$

and $r_1, r_2 \in [1, \infty]$ such that the followings hold.

$$\xi(x, t) \in L^{r_1}(0, T; \dot{F}^{s}_{p_1,q}), \quad \omega(x, t) \in L^{r_2}(0, T; L^{p_2}(\mathbb{R}^3))$$

(1.12)

with

$$\frac{3}{p_1} + \frac{3}{p_2} + \frac{\alpha}{r_1} + \frac{\alpha}{r_2} \leq \alpha + s.$$

Then, there is no singularity up to $T$.

**Remark 1.3**: Intuitively, the above theorem says that assumption of higher regularity of the direction vector field compensates with the assumption of the weaker integrability of the amplitude of vorticity field.

**Remark 1.4**: We consider the two special cases for $(NS)$ below ($\alpha = 2$ case). First, let $p_2 = r_2 = 2$. Then, we know that the Leray-Hopf weak solution $\omega$ satisfies $\int_{0}^{T} \|\omega(t)\|^2_{L^2} dt < \infty$, and the condition of the above theorem becomes

$$\xi(x, t) \in L^{r_1}(0, T; \dot{F}^{s}_{p_1,q}), \quad \frac{3}{p_1} + \frac{2}{r_1} \leq s - \frac{1}{2}. \quad (1.13)$$

Comparing this with (1.9), we find the natural identification of the function $g(x, t)$ as the direction field $\xi(x, t)$. Moreover, since we allow any finite number for $q$ in $(\frac{3}{s-3}, \infty]$, not necessarily infinity, the condition (1.13) is a generalization of (1.9).

Secondly, we observe that in the case $p_1 = r_1 = \infty$, and $s \in (0, \frac{1}{2}]$ the condition of the above theorem reduces to

$$\xi \in \dot{F}^{s}_{\infty,q}, \quad \omega \in L^{r_2}(0, T; L^{p_2}(\mathbb{R}^3)) \quad \text{with} \quad \frac{3}{p_2} + \frac{2}{r_2} \leq s + 2. \quad (1.14)$$

Since $\dot{F}^{s}_{\infty,\infty} \cong C^{s}$, and $|\sin \theta(x, y, t)| \leq |\xi(x + y, t) - \xi(x, t)|$, as can be checked by elementary geometry, we have that

$$|\sin \theta(x, y, t)| \leq C|y|^s \quad \text{if} \quad \xi \in L^{\infty}(0, T; \dot{F}^{s}_{\infty,\infty}).$$

Hence, we find that (1.10) is a special case for $q = \infty, r_2 = 2$ of (1.14).
2. Proof of the Main Theorems

We first recall the following continuation principle (blow-up criterion) for the 3D Euler equations, due to Beale, Kato and Majda [1]:

**Theorem 2.1** Suppose \( v(x, t) \) is a local in time classical solution of the 3D Euler equation, namely the system (1.1)-(1.3) with \( \nu = 0 \), corresponding to initial data \( \nu_0 \in H^s(\mathbb{R}^3) \), \( s > \frac{5}{2} \). If we have a priori estimate for vorticity, \( \int_0^T \| \omega(t) \|_{L^\infty} dt < \infty \), then we have \( \lim \sup_{t \to T} \| v(t) \|_{H^s} < \infty \), and in particular there is no singularity up to \( T \).

In order to apply this theorem to our system \((\text{NS})_\alpha\), we just observe that the exactly same continuation principle holds for our system for any \( \alpha \in [0, 2] \), which can be proved by obvious modifications of the proof in [1].

**Proof of Theorem 1.1** Let \( p_1 \in [2, \infty) \) be of the form \( p_1 = 2^m \), where \( m \) is a positive integer. We take \( D = (\partial_{x_1}, \partial_{x_2}, \partial_{x_3}) \) to (1.4), and then take inner product it with \( D\omega|D\omega|^{p_1-2} \). After integration by part we have

\[
\frac{1}{p_1} \frac{d}{dt} \| D\omega \|_{L^p}^{p_1} + \nu \int_{\mathbb{R}^3} (\Lambda^\alpha D\omega) D\omega |D\omega|^{p_1-2} dx
\]

\[
= - \int_{\mathbb{R}^3} D[(v \cdot \nabla)\omega] \cdot D\omega |D\omega|^{p_1-2} dx + \int_{\mathbb{R}^3} D[(\omega \cdot \nabla)v] \cdot D\omega |D\omega|^{p_1-2} dx
\]

(2.1)

= \text{I} + \text{J}.

The viscosity term on the left hand side is estimated by

\[
\nu \int_{\mathbb{R}^3} (\Lambda^\alpha D\omega) D\omega |D\omega|^{p_1-2} dx \geq \frac{\nu C_\alpha}{p_1} \int_{\mathbb{R}^3} \Lambda^\frac{\alpha}{2} \left( |D\omega|^{\frac{2 \alpha}{p_1}} \right)^2 dx
\]

(2.2)

where we used Lemma 2.4 of [18] for the estimate of the fractional derivative in the first inequality (we note that the special form \( p_1 = 2^m \) is used to apply this lemma), and used the Sobolev imbedding, \( L^2_{\frac{\alpha}{2}}(\mathbb{R}^3) \hookrightarrow L^{\frac{2 \alpha}{p}}(\mathbb{R}^3) \) in the second inequality, where \( L^{p}_{s}(\mathbb{R}^m) \) is the Bessel potential space introduced in the previous section before Theorem 1.2. Next, we estimate \( \text{I}, \text{J} \) below.

\[
\text{I} = - \int_{\mathbb{R}^3} D(v \cdot \nabla)\omega \cdot D\omega |D\omega|^{p_1-2} dx - \int_{\mathbb{R}^3} (v \cdot \nabla)D\omega \cdot D\omega |D\omega|^{p_1-2} dx
\]

= \text{I}_1 + \text{I}_2.

Integrating by part, and using the fact, \( \text{div} \ v = 0 \), we obtain

\[
\text{I}_2 = - \frac{1}{p_1} \int_{\mathbb{R}^3} (v \cdot \nabla) |D\omega|^{p_1} dx = \frac{1}{p_1} \int_{\mathbb{R}^3} (\text{div} \ v) |D\omega|^{p_1} dx = 0.
\]
By Hölder’s inequality and the standard $L^p-$interpolation inequality together with the Calderon-Zygmund inequality we estimate,

$$|I_1| = \int_{\mathbb{R}^3} |Dv||D\omega||D\omega|^{|p_1-1|}dx \leq \|Dv\|_{L^p} \left\| \frac{p_1}{p_1-1} \right\|_{L^{\frac{p_1}{p_1-1}}}^{\frac{p_1}{p_1-1}}$$

$$\leq C\|\omega\|_{L^p}^{\frac{p_1-3p}{2p}} \left\| \frac{p_1}{p_1-1} \right\|_{L^{\frac{p_1}{p_1-1}}}^{\frac{3p}{p}} \left\| \frac{p_1}{p_1-1} \right\|_{L^{\frac{p_1}{p_1-1}}}^{\frac{p_1}{p_1-1}}.$$  (2.3)

We note that the interpolation inequality used in here requires that $p_1 \leq \frac{p_1-3p}{2p} \leq \frac{3p}{p} \frac{p_1}{p_1-1}$, which is equivalent to $p_1 \leq \frac{3p}{2}$. Combined with $p_1 \geq 2$, we have $p \geq 6/\alpha$. In order to estimate $J$ we first decompose it into two terms as follows.

$$J = \int_{\mathbb{R}^3} |\nabla v|^{\alpha - 2} dx + \int_{\mathbb{R}^3} (\omega \cdot \nabla) Dv \cdot |Dv|^{\alpha - 2} dx$$

$$= J_1 + J_2.$$

Since

$$J_1 \leq \int_{\mathbb{R}^3} |||\nabla v|||^{p_1-1}dx,$$

the estimate of $J_1$ is the same as that of $I_1$. On the other hand, by the Hölder and the Calderon-Zygmund inequalities,

$$J_2 \leq \|\omega\|_{L^p} \|D^2 v\|_{L^{\frac{p_1-3p}{2p}} L^{\frac{p_1}{p_1-1}}} \leq C\|\omega\|_{L^p} \left\| \frac{p_1-3p}{2p} \right\|_{L^{\frac{p_1}{p_1-1}}}^{\frac{3p}{p}} \left\| \frac{p_1}{p_1-1} \right\|_{L^{\frac{p_1}{p_1-1}}}^{\frac{p_1}{p_1-1}}.$$  (2.2)

Hence, the estimate of $J_2$ is also the same as that of $I_1$. Combining the above estimates $I$, with (2.1)-(2.2), we have

$$\frac{d}{dt}\|v\|_{L^{p_1}} + \nu C_\alpha \|v\|_{L^{\frac{3p}{\alpha p - 3}}} \leq C\|\omega\|_{L^p} \left\| \frac{p_1-3p}{2p} \right\|_{L^{\frac{p_1}{p_1-1}}}^{\frac{3p}{p}} \left\| \frac{p_1}{p_1-1} \right\|_{L^{\frac{p_1}{p_1-1}}}^{\frac{p_1}{p_1-1}}.$$  (2.4)

where we used Young’s inequality, $ab \leq \frac{a^2}{2} + C_\varepsilon b^2$, $1/u + 1/u' = 1$. Absorbing the viscosity term to the left hand side, we find

$$\frac{d}{dt}\|v\|_{L^{p_1}} + \nu C_\alpha \|v\|_{L^{\frac{3p}{\alpha p - 3}}} \leq C\|\omega\|_{L^p} \left\| \frac{p_1}{2} \right\|_{L^{\frac{3p}{p}} L^{\frac{3p}{2}}}^{\frac{3p}{p}} \|v\|_{L^{\frac{3p}{p}} L^{\frac{3p}{2}}} ^{\frac{p_1}{p_1-1}}.$$  (2.4)

Now, observe that the condition (1.11) is equivalent to

$$r \geq \frac{\alpha p}{\alpha p - 3}.$$
Hence, applying Gronwall’s lemma and Hölder’s inequality to (2.4), we obtain
\[
\| (t) \|_{L^{p_1}} \leq \| 0 \|_{L^{p_1}} \exp \left[ C \int_0^T \| \omega \|^{\frac{p}{p_1}}_{L^{p_1}} \, dt \right]
\leq \| 0 \|_{L^{p_1}} \exp \left[ C \left( \int_0^T \| \omega \|_{L^{p_1}}^{\frac{p}{p_1}} \, dt \right)^{\frac{6}{(6p-3)}} T^{1-\frac{6}{(6p-3)}} \right]
< \infty.
\]
for all \( t \in [0, T] \). By the Gagliardo-Nirenberg inequality,
\[
\| \nabla v(t) \|_{L^{\infty}} \leq C \| v(t) \|^{\frac{2p_1-6}{2p_1}}_{L^{2p_1}} \| D^2 v(t) \|^{\frac{5p_1}{2p_1-6}}_{L^{2p_1}} \leq C \| v_0 \|^{\frac{2p_1-6}{2p_1}}_{L^{2}} \| D \omega(t) \|^{\frac{5p_1}{2p_1-6}}_{L^{2p_1}}
\]
and
\[
\int_0^T \| \omega(t) \|_{L^{\infty}} \, dt \leq \int_0^T \| \nabla v(t) \|_{L^{\infty}} \, dt \leq CT.
\]
We have shown that \( \omega \) satisfies the Beale-Kato-Majda criterion, and hence we have regularity up to \( T \). ■

Note after the proof. After finishing the paper the author was informed that the estimate (2.2) with \( \alpha = 2 \) is obtained in [4]. The case \( 0 < \alpha < 2 \), however, is much more delicate, and could be successfully handled thanks to Lemma 2.4 of [18] as described above by assuming integer power of \( p_1 \).

Proof of Theorem 1.2 Let \( p \) be of the form \( p = 2^m \), \( m \in \mathbb{N} \), and satisfy
\[
\frac{3}{\alpha} \leq p < \infty.
\]
Taking \( L^2(\mathbb{R}^3) \) inner product of (1.4) by \( \omega(x, t)|\omega(x, t)|^{p-2} \) and substituting \( v \) from (1.6) into it, we have after integration by parts
\[
\frac{1}{p} \frac{d}{dt} \| \omega(t) \|_{L^p}^p + \nu \int_{\mathbb{R}^3} (\Lambda^\alpha \omega) \cdot \omega |\omega|^{p-2} \, dx
= \frac{3}{4\pi} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (\omega(x, t) \cdot \hat{y})(\omega(x + y, t) \times \omega(x, t) \cdot \hat{y}) \frac{dy}{|y|^3} |\omega(x, t)|^{p-2} \, dx
= I,
\]
where the integral with respect to \( y \) in the right hand side is in the sense of principal value. Here we used the notation, \( \hat{y} = y/|y| \) for \( y \in \mathbb{R}^3 \), \( y \neq 0 \).
We first estimate the viscosity term in the left hand side as follows.

\[
\nu \int_{\mathbb{R}^3} (\Lambda^\alpha \omega) \cdot \omega |\omega|^{p-2} \, dx \geq \frac{\nu}{p} \int_{\mathbb{R}^3} \left| \Lambda^\alpha (|\omega|^q) \right|^2 \, dx
\]

\[
\geq \frac{\nu C_\alpha}{p} \left( \int_{\mathbb{R}^3} |\omega|^{\frac{3p}{3-\alpha}} \, dx \right)^{\frac{3-\alpha}{3}} = \frac{\nu C_\alpha}{p} \|\omega\|^{p}_{L^{\frac{3p}{3-\alpha}}},
\]

which is similar to the estimates in (2.2) of the previous proof. Note that the assumption \( p = 2m \) is used here as previously (see lines after (2.2)). Next, using the fact, \( \xi(x, t) \times \xi(x, t) = 0 \), we estimate the vortex stretching term as follows.

\[
I = \frac{3}{4\pi} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (\xi(x, t) \cdot \hat{y})(\xi(x+y, t) \times \xi(x, t) \cdot \hat{y}) |\omega(x+y, t)| \frac{dy}{|y|^3} |\omega(x, t)|^p \, dx
\]

\[
= \frac{3}{4\pi} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (\xi(x, t) \cdot \hat{y}) [((\xi(x+y, t) - \xi(x, t)) \times \xi(x, t) \cdot \hat{y}]
\]

\[
\times |\omega(x+y, t)| \frac{dy}{|y|^3} |\omega(x, t)|^p \, dx
\]

\[
\leq \frac{3}{4\pi} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |\xi(x+y, t) - \xi(x, t)| |\omega(x+y, t)| \frac{dy}{|y|^3} |\omega(x, t)|^p \, dx
\]

\[
\leq \frac{3}{4\pi} \int_{\mathbb{R}^3} \left( \int_{\mathbb{R}^3} \frac{|\xi(x+y, t) - \xi(x, t)|^q}{|y|^{3+sq}} \, dy \right)^{\frac{1}{q}} \times \left( \int_{\mathbb{R}^3} \frac{|\omega(x+y, t)|^q'}{|y|^{3-sq'}} \, dy \right)^{\frac{1}{q'}} |\omega(x, t)|^p \, dx
\]

\[
(2.8) \quad \leq \frac{3}{4\pi} \|\xi\|_{L^{p_1}} \left\| \left\{ I_{sq'}(|\omega|^{q'}) \right\}^{\frac{1}{q'}} \right\|_{L^{p_2}} \|\omega\|^p_{L^{p_3}},
\]

where

\[
(2.9) \quad \frac{1}{p_1} + \frac{1}{p_2} + \frac{p}{p_3} = 1, \quad \frac{1}{q} + \frac{1}{q'} = 1,
\]

and \( I_\sigma(\cdot), 0 < \sigma < 3 \), is the operator defined by the Riesz potential as follows.

\[
I_\sigma(f)(x) = \gamma(\sigma) \int_{\mathbb{R}^3} \frac{f(x+y)}{|y|^{3-\sigma}} \, dy, \quad \gamma(\sigma) = 2^\sigma \pi^{\frac{3}{2}} \frac{\Gamma(\frac{3}{2})}{\Gamma(\frac{3-\sigma}{2})}.
\]

From the well-defined property of the Riesz operator we have the restriction \( 0 < sq' < 3 \), which gives us \( q \in \left( \frac{3}{3-s}, \infty \right) \) due the second equation of (2.9).
Using the Hardy-Littlewood-Sobolev inequality ([30]), we estimate
\[
\left\| I_{sq'}(|\omega|^q) \right\|_{L^{\frac{1}{r'}}} = \left\| I_{sq'}(|\omega|^q) \right\|_{L^{\frac{1}{r'}}}^{\frac{1}{r'}} \leq C \left\| \omega \right\|_{L^r}^{\frac{1}{r'}} = C \left\| \omega \right\|_{L^r} = C \left\| \omega \right\|_{L^{\frac{3p_3}{3p_3 + p_2}}},
\]
(2.10)
where we used the relation, \( r = \frac{q'}{p_2} + \frac{aq'}{3} \), and hence \( r'q' = \frac{3p_3}{3 + sp_2} \). Observe that we require here that \( \hat{p}_2 > q' \). On the other hand, using the standard \( L^p \)-interpolation inequality, we estimate
\[
\left\| \omega \right\|_{L^{p_3}} \leq C \left\| \omega \right\|_{L^p}^{\frac{3p_3}{3p_1 + \frac{3p_3}{p_1}} \frac{3p_3}{p_1}} \left\| \omega \right\|_{L^{\frac{3p_3}{3p_2 + p_2}}}^{\frac{3p_3}{3p_2 + p_2}} \left\| \omega \right\|_{L^{\frac{3p_3}{3p_1 + \frac{3p_3}{p_1}}}}^{\frac{3p_3}{3p_1 + \frac{3p_3}{p_1}}},
\]
(2.11)
where we used the relation (2.9). Note that use of the interpolation inequality in (2.11) requires that \( p < p_3 < \frac{3p_3}{3 + sp_2} \), which, in turn, gives us the condition
\[
0 < \frac{1}{p_1} + \frac{1}{p_2} < \frac{\alpha}{3}
\]
due the first equation of (2.9). Combining (2.8) with (2.10) and (2.11), we derive
\[
I \leq C \left\| \xi \right\|_{\mathcal{F}_{p_1,q}} \left\| \omega \right\|_{L^{\frac{3p_3}{3p_2 + p_2}}}^{\frac{p_3}{p_1}} \left\| \omega \right\|_{L^{\frac{3p_3}{3p_2 + p_2}}}^{\frac{3p_3}{3p_2 + p_2}} \left\| \omega \right\|_{L^{\frac{3p_3}{3p_1 + \frac{3p_3}{p_1}}}}^{\frac{3p_3}{3p_1 + \frac{3p_3}{p_1}}},
\]
(2.13)
where we used Young’s inequality, \( ab \leq C_a \frac{a^\alpha}{\alpha} + \varepsilon \frac{b^{\frac{1}{p'}}}{\frac{1}{p'}} \) with
\[
a = \left\| \xi \right\|_{\mathcal{F}_{p_1,q}} \left\| \omega \right\|_{L^{\frac{3p_3}{3p_2 + p_2}}}^{\frac{p_3}{p_1}} \left\| \omega \right\|_{L^{\frac{3p_3}{3p_2 + p_2}}}^{\frac{3p_3}{3p_2 + p_2}}, \quad b = \left\| \omega \right\|_{L^{\frac{3p_3}{3p_1 + \frac{3p_3}{p_1}}}}^{\frac{3p_3}{3p_1 + \frac{3p_3}{p_1}}},
\]
and
\[
u = \frac{\alpha p_1 \hat{p}_2}{\alpha p_1 \hat{p}_2 - 3(p_1 + \hat{p}_2)}, \quad \nu' = \frac{\alpha p_1 \hat{p}_2}{3(p_1 + \hat{p}_2)}.
\]
Setting \( \frac{3p_3}{3 + sp_2} = p_2 \), we have \( \hat{p}_2 = \frac{3p_3}{3 + sp_2} \). We observe here that there is a restriction of \( p_2 < \frac{3}{s} \) due to positiveness of \( \hat{p}_2 \). Combining this equality with the previous condition, \( \hat{p}_2 > q' \) (see lines after (2.10)), we also have \( 3p_2 > (3 - sp_2)q' \), which implies that
\[
\frac{1}{p_2} + \frac{1}{q'} < 1 + \frac{s}{3},
\]
(2.14)
Substituting the value of \( \tilde{p}_2 \) into (2.13), we obtain

\[
I \leq C\|\xi\|_{\dot{F}^s_{p_1,q}}^Q \|\omega\|_{L^{p_2}}^Q \|\omega\|_{L^p}^p + \frac{\nu C\alpha}{2p} \|\omega\|_{L^{\frac{3p}{3p-\alpha}}}^p,
\]

where we set

\[
Q = \frac{\alpha p_1 p_2}{(\alpha + s)p_1 p_2 - 3p_1 - 3p_2}.
\]

We note that the restriction (2.12) becomes

\[
\frac{s}{3} < \frac{1}{p_1} + \frac{1}{p_2} < \frac{\alpha}{3} + \frac{s}{3}
\]

in terms of \( p_1, p_2 \). Substituting the estimates (2.15) and (2.7) into (2.6), and absorbing the viscosity term, \( \frac{\nu C\alpha}{2p} \|\omega\|_{L^{\frac{3p}{3p-\alpha}}}^p \) to the left hand side, we have

\[
\frac{d}{dt}\|\omega(t)\|_{L^p}^p + \frac{\nu C\alpha}{2p} \|\omega(t)\|_{L^{\frac{3p}{3p-\alpha}}}^p \leq C\|\xi(t)\|_{\dot{F}^s_{p_1,q}}^Q \|\omega(t)\|_{L^{p_2}}^Q \|\omega\|_{L^p}^p.
\]

Now the condition (1.12) becomes

\[
\frac{1}{r_1} + \frac{1}{r_2} \leq \frac{1}{Q}
\]

in terms of \( Q \). The Gronwall lemma applied to (2.17) combined with Hölder’s inequality provides us with

\[
\|\omega(t)\|_{L^p} \leq \|\omega_0\|_{L^p} \exp \left[ C \int_0^T \|\xi(t)\|_{\dot{F}^s_{p_1,q}}^Q \|\omega(t)\|_{L^{p_2}}^Q \, dt \right]
\]

\[
\leq \|\omega_0\|_{L^p} \exp \left[ \left( \int_0^T \|\xi(t)\|_{\dot{F}^s_{p_1,q}}^Q \, dt \right)^{\frac{Q}{p_1}} \left( \int_0^T \|\omega(t)\|_{L^{p_2}}^Q \, dt \right)^{\frac{Q}{p_2}} T^{\left(1 - \frac{Q}{p_1} - \frac{Q}{p_2}\right)} \right]
\]

for all \( t \in [0, T] \). Hence, \( \omega \in L^\infty(0, T; L^p(\mathbb{R}^2)) \). Integrating (2.17) over \([0, T]\), we have

\[
\|\omega(t)\|_{L^p}^p + \frac{\nu C\alpha}{2p} \int_0^T \|\omega(t)\|_{L^{\frac{3p}{3p-\alpha}}}^p \, dt 
\]

\[
\leq C \sup_{0 \leq t \leq T} \|\omega(t)\|_{L^p}^p \int_0^T \|\xi(t)\|_{\dot{F}^s_{p_1,q}}^Q \|\omega(t)\|_{L^{p_2}}^Q \, dt + \|\omega_0\|_{L^p}^p < \infty
\]

for all \( t \in [0, T] \), and hence

\[
\int_0^T \|\omega(t)\|_{L^{\frac{3p}{3p-\alpha}}}^p \, dt < \infty.
\]
Since $\omega \in L^p(0,T; L^{\frac{3p}{3-\alpha}}(\mathbb{R}^3))$, and our choice of $p$ in (2.5) implies

$$\frac{3}{r} + \frac{\alpha}{p} \leq \alpha \quad \text{with} \quad r = \frac{3p}{3-\alpha}$$

which is a special case of the condition in (1.11). Hence, applying Theorem 1.1, we find that the solution $v(x,t)$ is regular up to $T$. ■

References


*Recibido:* 7 de septiembre de 2005

*Revisado:* 7 de noviembre de 2005

Dongho Chae
Department of Mathematics
Sungkyunkwan University
Suwon 440-746, Korea
chae@skku.edu

This work was supported by Korea Research Foundation Grant (MOEHRD, Basic Research Promotion Fund).