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Abstract

In this paper we mainly introduce a min-max procedure to prove the existence of positive solutions for certain semilinear elliptic equations in $\mathbb{R}^N$.

Introduction

In this paper, we investigate the existence of positive solutions for the following semilinear elliptic equation in $\mathbb{R}^N$:

\begin{equation}
\begin{cases}
-\Delta u + u - q(x)|u|^{p-1}u = 0 \\
u \in H^1(\mathbb{R}^N),
\end{cases}
\end{equation}

where $1 < p < \frac{N+2}{N-2}$, if $N \geq 3$; $1 < p < +\infty$, if $N = 1, 2$ and $q \in L^\infty(\mathbb{R}^N)$ satisfies the following hypotheses:

\begin{equation}
q(x) > 0 \quad \text{for every} \quad x \in \mathbb{R}^N.
\end{equation}
There exists a positive constant, denoted as $q_\infty$, such that

\[
\lim_{|x| \to \infty} q(x) = q_\infty
\]

and there exist some positive constants $C$ and $\delta$ such that, for $|x|$ large,

\[
q(x) \geq q_\infty - C \exp \left( -\delta |x| \right).
\]

Under the hypotheses (2), (3) and (4), we are able to prove the existence of at least one positive solution to (1). However the main purpose of this paper is to derive the result through a min-max procedure, similar in spirit to [6], even though we have to replace (4) by a stronger hypothesis:

There exist some positive constants $C$ and $\delta$ such that, for $|x|$ large,

\[
q(x) \geq q_\infty - C \exp \left( -(2 + \delta) |x| \right).
\]

Without loss of generality we can assume that $\delta < p - 1$.

The existence of solutions of semilinear elliptic equations in $\mathbb{R}^N$ have been investigated, among others, in [3], [8], [13], [14], [5], [2], [18], [19], [11].

Weiyue Ding and Wei-Ming Ni established in [8] that (1) has at least one positive solution if $q(x) > 0$ is radially symmetric and bounded, for large $|x|$, by $|x|^l$ where $l$ satisfies $0 < l < \frac{(N - 1)(p - 1)}{2}$. On the other hand Yi Li ([12]) has proved that for $N \geq 3$ (1) has no positive solution if $q(x) \geq 0$, $q \in C^{0,1}(\mathbb{R}^N)$ is radially symmetric and $q(x)|x|^{-\frac{(N - 1)p - N}{2}}$ is nondecreasing in $|x|$. However, very little is known for the existence of nontrivial solution of (1) if $q(x)$ is not radially symmetric. In [8] [13], variational methods are used to prove the existence of a positive solution of (1) under various hypotheses, which ensure the existence of the global minimum of the functional associated with (1). Therefore when the minimum is not achieved the existence problem is left open. It is proved by A. Bahri and P. L. Lions in [2] that if we consider the problem on $\mathbb{R}^N \setminus \Omega$ instead of $\mathbb{R}^N$, where $\Omega$ is any smooth bounded open set, then the existence of positive solution can be established even when the minimum of the functional is not achieved. There the topology of $\mathbb{R}^N \setminus \Omega$ has been used. Our present situation is different since $\mathbb{R}^N$ is a contractible set. Therefore the technique developed in [2] cannot be applied directly. However, with the observation we have here, we can modify the argument of [2] to prove the existence of positive solution without using the topology of the domain.

In [5] and [11] the existence of multiple solutions has been studied under various hypotheses on $q(x)$. 
1. Preliminaries

We first introduce some notations. Let

$$\langle u, v \rangle = \int_{\mathbb{R}^N} \nabla u \nabla v + uv$$

denote the inner product of $H^1(\mathbb{R}^N)$ and

$$\|u\| = \langle u, u \rangle^{1/2}$$

$$\Sigma = \{ u \in H^1(\mathbb{R}^N): \|u\| = 1 \}$$

$$\Sigma^+ = \{ u \in \Sigma: u \geq 0 \text{ almost everywhere in } \mathbb{R}^N \}.$$

Let

$$J(u) = \frac{\int_{\mathbb{R}^N} |\nabla u|^2 + u^2}{\left( \int_{\mathbb{R}^N} q(x)|u|^{p+1} \right)^{2/(p+1)}}$$

$$J_\omega(u) = \frac{\int_{\mathbb{R}^N} |\nabla u|^2 + u^2}{\left( \int_{\mathbb{R}^N} q_\omega|u|^{p+1} \right)^{2/(p+1)}}$$

$$S_1 = \inf_{u \in H^1(\mathbb{R}^N) \setminus \{0\}} J_\omega(u)$$

$$S_m = m^{(p-1)/(p+1)} S_1, \quad m = 2, 3, 4, \ldots$$

It is well known that $S_1$ is actually achieved by some radially symmetric positive smooth function $\omega$, which satisfies the following equation

$$\begin{cases}
-\Delta \omega + \omega - q_\omega \omega^p = 0, \\
\omega \in H^1(\mathbb{R}^N).
\end{cases} \tag{6}$$

It has also been proved by Kwong ([10]) recently that the positive solution

of (6) is actually unique up to translations. Furthermore we know exactly how

$\omega$ behaves at $+\infty$.

**Theorem 1.1.** Let $q(x) \in L^m(\mathbb{R}^N)$ satisfy (2), (3) and (5). Then (1) has a positive solution in $H^1(\mathbb{R}^N)$ for $1 < p < (N + 2)/(N - 2)$, if $N \geq 3$; $1 < p < +\infty$, if $N = 1, 2$.

**Remark 1.1.** The regularity of the solution found in Theorem 1.1 follows from standard elliptic theory.

**Proposition 1.1.** Let $\omega$ be the positive solution of (6), then $\omega \in C^\infty(\mathbb{R}^N)$ and is radially symmetric after suitable translation, namely, $\omega = \omega(|x|)$. Further-
more, there exists some positive constant \( c > 0 \), such that,

\[
\omega(|x|)|x|^{(\alpha - 1)N/2} \exp(|x|) \to c \quad \text{as} \quad |x| \to \infty
\]

\[
\omega(|x|)|x|^{(\alpha + 1)N/2} \exp(|x|) \to -c \quad \text{as} \quad |x| \to \infty
\]

The proof of the above proposition can be found in [2] and the references there.

**Proposition 1.2.** Let \( \varphi \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \), \( \psi \in C(\mathbb{R}^N) \) be radially symmetric and satisfy for some \( \alpha \geq 0 \), \( \beta \geq 0 \), \( \gamma \in \mathbb{R} \)

\[
\varphi(x) \exp(\alpha|x|)|x|^\beta \to \gamma \quad \text{as} \quad |x| \to \infty,
\]

\[
\int_{\mathbb{R}^N} |\psi(x)| \exp(\alpha|x|)(1 + |x|^\beta) < \infty.
\]

Then

\[
\left( \int_{\mathbb{R}^N} \varphi(x + y)\psi(x) \, dx \right) \exp(\alpha|y|)|y|^\beta \to \gamma \int_{\mathbb{R}^N} \psi(x) \exp(-\alpha x_1) \, dx \quad \text{as} \quad |y| \to \infty.
\]

**Proof.** Since \( \varphi, \psi \) are radially symmetric, we only need to obtain the limit for \( y = (|y|, 0, \ldots, 0), |y| \to +\infty \).

In the following we then assume that \( y = (|y|, 0, \ldots, 0) \). We first identify the pointwise limit of the integrand.

\[
\varphi(x + y)\psi(x) \exp(\alpha|x+y|)|x+y|^\beta
\]

\[
= \psi(x)\varphi(x + y) \exp(\alpha|x + y|)|x + y|^\beta \exp(-\alpha|x + y|) \exp(\alpha|y|)|x + y|^{-\beta}|y|^\beta
\]

The limit (9) implies that

\[
\varphi(x + y) \exp(\alpha|x+y|)|x+y|^\beta \to \gamma
\]

pointwise as \( |y| \to +\infty \). On the other hand,

\[
\lim_{|y| \to +\infty} |x + y|^{-\beta}|y|^\beta = 1
\]

is obvious.

Using the fact that \( y = (|y|, 0, \ldots, 0) \), we have

\[
\exp(-\alpha|x + y|) \exp(\alpha|y|) = \exp(-\alpha((|x|^2 + 2x \cdot y + |y|^2)^{1/2}) \exp(\alpha|y|)
\]

\[
= \exp\left( -\alpha|y| \left( 1 + 2 \frac{x \cdot y}{|y|} + \frac{|x|^2}{|y|^2} \right)^{1/2} \right) \exp(\alpha|y|)
\]

\[
= \exp\left( -\alpha|y| - \alpha x_1 + O\left( \frac{1}{|y|} \right) \right) \exp(\alpha|y|).
\]
Therefore

$$\lim_{|y| \to +\infty} \exp (-\alpha |x + y|) \exp (\alpha |y|) = \exp (-\alpha x_1).$$

Putting the above calculations together, we obtain that

$$\lim_{|y| \to +\infty} \varphi(x + y) \psi(x) \exp (\alpha |y|) |y|^\beta = \gamma \psi(x) \exp (-\alpha x_1).$$

It follows from (9) that

$$|\varphi(x + y) \psi(x) \exp (\alpha |y|)| |y|^\beta| \leq C |\psi(x)| \exp (-\alpha |x + y|)(1 + |x + y|)^{-\beta} \exp (\alpha |y|) |y|^\beta
\leq C |\psi(x)| \exp (\alpha |x|)(1 + |x + y|)^{-\beta} |y|^\beta.$$

For $|y| \geq 2|x|$, we have

$$|\varphi(x + y) \psi(x) \exp (\alpha |y|)| |y|^\beta| \leq C |\psi(x)| \exp (\alpha |x|).$$

For $|y| \leq 2|x|$, we have

$$|\varphi(x + y) \psi(x) \exp (\alpha |y|)| |y|^\beta| \leq C |\psi(x)| \exp (\alpha |x|)|x|^\beta.$$

Now we can simply apply the Lebesgue dominated convergence theorem to conclude the proof of Proposition 1.2.

To apply a min-max method, we need to analyze where the functional $J$ satisfies certain compactness condition. This has been well known by now. In the following, we are going to state some compactness lemmas. For the proof, see [13], [14], and [2].

**Definition 1.1.** $J|_{\Sigma}$ is said to satisfy Palais-Smale condition at $C'$, if for any Palais-Smale sequence $\{u_n\} \in \Sigma$, namely, $\{u_n\} \in \Sigma$, $J(u_n) \to C'$, $J'(u_n) \to 0$ strongly in $H^1(\mathbb{R}^N)$, there exists a subsequence of $\{u_n\}$ which converges strongly in $H^1(\mathbb{R}^N)$.

**Lemma.** Let $\{u_n\} \in \Sigma$ be a Palais-Smale sequence, then there exists a subsequence (still denoted as $\{u_n\}$) for which the following holds: there exists an integer $m \geq 0$, sequences $x_i^l$ for $1 \leq i \leq m$, functions $u_i, \omega_i$ for $1 \leq i \leq m$ such that

1. $$-\Delta \bar{u} + \bar{u} = q_\delta(x) |\bar{u}|^{p-1} \bar{u} \quad \text{in} \quad \mathbb{R}^N, \quad \bar{u} \in H^1(\mathbb{R}^N)$$
2. $$-\Delta \omega_i + \omega_i = q_i |\omega_i|^{p-1} \omega_i \quad \text{in} \quad \mathbb{R}^N, \quad \omega_i \in H^1(\mathbb{R}^N)$$
3. $$|x^i_n| \to \infty, \quad \omega^j_n \to \infty \quad \text{as} \quad n \to \infty \quad \text{for} \quad 1 \leq i \neq j \leq m$$

$$|x^i_n| \to \infty, \quad |x^j_n - x^i_n| \to \infty \quad \text{as} \quad n \to \infty \quad \text{for} \quad 1 \leq i \neq j \leq m$$
\[ u_n = \frac{\bar{u} + \sum_{i=1}^{m} \omega_i (\cdot - x_n^i)}{\left| \bar{u} + \sum_{i=1}^{m} \omega_i (\cdot - x_n^i) \right|} \to 0 \text{ strongly in } H^1(\mathbb{R}^N) \text{ as } n \to \infty \]

\[ J(u_n) \to \frac{\| \bar{u} \|^2 + \sum_{i=1}^{m} \| \omega_i \|^2}{\left( \int_{\mathbb{R}^N} q |\bar{u}|^{p+1} + \sum_{i=1}^{m} \int_{\mathbb{R}^N} q_m |\omega_i|^{p+1} \right)^{\frac{2}{p+1}}} \text{ as } n \to \infty \]

where we agree that in the case \( m = 0 \) the above holds without \( \omega_i \) and \( x_n^i \). In addition, if \( u_n \geq 0 \) then \( \bar{u} \geq 0 \), \( \omega_i \geq 0 \) for all \( 1 \leq i \leq m \). Therefore \( \omega_i = \omega \) for all \( 1 \leq i \leq m \) due to the uniqueness up to translation of positive solution of (6) (see [10]).

This result immediately implies that if \( u_n \geq 0 \) in the PS Lemma and (1) has no positive solution, then

\[ J(u_n) \to S_m \]

where \( m \geq 1 \) is some integer.

We are going to use a contradiction argument for the existence of positive solution of (1), namely, we start with the assumption that (1) has no positive solution, then we know that (PS) condition fails only at levels \( \{ S_m \} \). Furthermore if we are able to construct some min-max value which is different from \( \{ S_m \} \), the standard deformation lemma will give rise to a positive solution to (1), hence a contradiction. The purpose of the next two sections is to construct such a min-max value which is strictly between \( S_1 \) and \( S_2 \).

2. Energy Estimates

The energy estimates given in this section play an important role for the proof of the existence result. These estimates have essentially been given in [2], while we do need a result which is slightly different from that in [2]. This kind of phenomenon have been used by C. Taubes ([17]), A. Bahri and J. M. Coron ([1]), A. Bahri and P. L. Lions ([2]).

We first state a result which will be used later.

**Lemma 2.1.** Let \( p > 1 \) be any real number, then there exists some constant \( C = C(p) \), such that, for any nonnegative real numbers \( a, b \),

\[ (a + b)^{p+1} \geq a^{p+1} + b^{p+1} + (p + 1)(a^p b + ab^p) - C(a^{p+1})^{1/2} b^{(p+1)/2} \]

(In fact, if \( p \geq 2 \), we may take \( C = C(p) = 0 \).)
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PROOF. If \( a = 0 \) or \( b = 0 \), (17) is obvious. Otherwise we assume, without loss of
geniality, that \( a \leq b, \ ab \neq 0 \). Let \( x = a/b \), then \( 0 < x \leq 1, \) (17) is
equivalent to the following:

\[
(1 + x)^{p+1} \geq 1 + x^{p+1} + (p + 1)(x + x^p) - Cx^{(p+1)/2}.
\]

For \( x \) small, it follows from Taylor expansion that

\[
(1 + x)^{p+1} = 1 + (p + 1)x + \frac{p(p + 1)}{2}x^2 + o(x^3),
\]

therefore there exists some positive number \( \delta_0 = \delta_0(p) \) between 0 and 1, such
that, (18) holds for \( 0 < x \leq \delta_0, \) \( C > p + 1. \) For \( \delta_0 \leq x \leq 1, \) we can choose
\( C = C(p) \) large enough to guarantee (18).

Lemma 2.2. Under the hypotheses of Theorem 1.1, there exists a large
number \( R_0, \) such that, for any \( R \geq R_0, \ |x_1| \geq R, \ |x_2| \geq R, \ \sqrt{R} \leq |x_1 - x_2| \leq
(2 + 1/2\sqrt{R} ) \min \{|x_1|, |x_2|\}, \) we have

\[
J(u_1 + (1 - t)u_2) < S_2
\]

where \( 0 \leq t \leq 1 \) and \( u_i = \omega(x - x_i). \)

PROOF. Let us first prove (19) for \( t = 1/2, \) namely,

\[
J(u_1 + u_2) < S_2.
\]

Let

\[
A = |\omega|^2
\]

then from (6) we know that

\[
A = \int q_{\omega} \omega^{p+1}.
\]

The following computation holds for large \( R. \)

\[
J(u_1 + u_2) = \frac{\|u_1 + u_2\|^2}{\left( \int q_{\omega}(u_1 + u_2)^{p+1} \right)^{2/(p+1)}}
\]

\[
= \frac{|u_1|^2 + |u_2|^2 + 2\langle u_1, u_2 \rangle}{\left( \int q_{\omega}(u_1 + u_2)^{p+1} + \int (q - q_{\omega})(u_1 + u_2)^{p+1} \right)^{2/(p+1)}}
\]

\[
\leq \frac{2A + 2\langle u_1, u_2 \rangle}{\left( \int q_{\omega}(u_1 + u_2)^{p+1} - \int (q_{\omega} - q)^+(u_1 + u_2)^{p+1} \right)^{2/(p+1)}}
\]
We first estimate $\int u_1^p u_2$. In the following $C$ will denote some positive constant independent of $R$.

$$\int u_1^p u_2 = \int \omega(|x - x_1|) \omega(|x - x_2|) \, dx$$

$$\geq \int_{|x - x_i| \leq 1} \omega(|x - x_1|) \omega(|x - x_2|) \, dx$$

$$\geq \frac{1}{C} \int_{|x - x_i| \leq 1} \omega(|x - x_2|) \, dx$$

$$\geq \frac{1}{C} \omega(|x_1 - x_2| + 1)$$

$$\geq \frac{1}{C} |x_1 - x_2|^{(1-N)/2} \exp (-|x_1 - x_2|)$$

The last inequality follows from (7).

Secondly we estimate $\int u_1^{(p+1)/2} u_2^{(p+1)/2}$.

$$\int u_1^{(p+1)/2} u_2^{(p+1)/2} = \int \omega(|x - x_1|)^{(p+1)/2} \omega(|x - x_2|)^{(p+1)/2} \, dx$$

$$\leq o(1)|x_1 - x_2|^{(1-N)/2} \exp (-|x_1 - x_2|)$$

$$\leq o(1) \int u_1^p u_2$$

where (17) and Proposition 1.2 have been used.

Here and in the sequel, $o(1) \to 0$ as $R$ goes to $\infty$.

Thirdly we estimate $\int (q_\infty - q)^+ (u_1 + u_2)^{p+1}$. Use (5), (7) and Proposition 1.2, we have

$$\int (q_\infty - q)^+ (u_1 + u_2)^{p+1} \leq C \sum_{i=1}^2 \int (q_\infty - q)^+ u_i^{p+1}$$

$$\leq C \sum_{i=1}^2 \int \exp (-2 + \delta |x_i|) \omega(|x - x_i|)^{p+1} \, dx$$

$$\leq C \sum_{i=1}^2 \exp \left( - \frac{2 + \delta}{2} |x_i| \right)$$

$$\leq C \sum_{i=1}^2 \exp \left( - \frac{2 + \delta}{2} \frac{|x_1 - x_2|}{2 + \frac{1}{2\sqrt{R}}} \right)$$

$$= o(1)|x_1 - x_2|^{(1-N)/2} \exp (-|x_1 - x_2|) = o(1) \int u_1^p u_2$$
where we have used the hypothesis

\[ \sqrt{R} \leq |x_1 - x_2| \leq \left( 2 + \frac{1}{2 \sqrt{R}} \right) \min \{|x_1|, |x_2|\}. \]

According to Lemma 2.1 and the above estimates, we deduce that

\begin{align*}
\int q_\omega (u_1 + u_2)^{p+1} & \\
\geq & \int q_\omega (u_1^{p+1} + u_2^{p+1}) + (p+1) \int q_\omega (u_1^p u_2 + u_1 u_2^p) - C \int u_1^{(p+1)/2} u_2^{(p+1)/2} \\
= & 2A + (2p + 2) \langle u_1, u_2 \rangle - C \int u_1^{(p+1)/2} u_2^{(p+1)/2} \\
\geq & 2A + (2p + 2 - o(1)) \langle u_1, u_2 \rangle
\end{align*}

where we have used the fact that

\[ \int q_\omega u_1^p u_2 = \int q_\omega u_2^p u_1 = \langle u_1, u_2 \rangle, \]

which follows from (6).

Therefore

\begin{align*}
J(u_1 + u_2) & \leq \frac{2A + 2 \langle u_1, u_2 \rangle}{\left( \int q_\omega (u_1 + u_2)^{p+1} - \int (q_\omega - q)^+ (u_1 + u_2)^{p+1} \right)^{2/(p+1)}} \\
& \leq \frac{2A + 2 \langle u_1, u_2 \rangle}{(2A + (2p + 2 - o(1)) \langle u_1, u_2 \rangle)^{2/(p+1)}} \\
& = S_2 \frac{1 + \frac{1}{A} \langle u_1, u_2 \rangle}{\left( 1 + \frac{p + 1 - o(1)}{A} \langle u_1, u_2 \rangle \right)^{2/(p+1)}} \\
& = S_2 \frac{1 + \frac{1}{A} \langle u_1, u_2 \rangle}{1 + \frac{2p + 2 - o(1)}{(p + 1)A} \langle u_1, u_2 \rangle}
\end{align*}

Notice that \( \frac{1}{A} < \frac{2p + 2 - o(1)}{(p + 1)A} \) for \( R \) large, we obtain (20) from the above estimates. Next we are going to prove (19).

Let

\begin{align*}
\begin{cases}
v_1 = tu_1 \\
v_2 = (1-t)u_2
\end{cases}
\end{align*}

where \( 0 \leq t \leq 1 \).
\[ \|v_1 + v_2\|^2 = \|v_1\|^2 + \|v_2\|^2 + 2\langle v_1, v_2 \rangle = t^2\|u_1\|^2 + (1 - t)^2\|u_2\|^2 + 2t(1 - t)\langle u_1, u_2 \rangle \]
\[ = (t^2 + (1 - t)^2)A + 2t(1 - t)\langle u_1, u_2 \rangle \]
\[ \int q|v_1 + v_2|^{p+1} \geq \int q_\infty|v_1 + v_2|^{p+1} - \int (q_\infty - q)^+|v_1 + v_2|^{p+1}. \]

When \( t \) or \( 1 - t \) tends to zero, \( v_1 + v_2 \) tends to \( u_2 \) or \( u_1 \) and \( J(v_1 + v_2) \) consequently converges to \( S_1 \). Therefore there exists some small constant \( \delta' > 0 \), such that, for any \( \min \{t, 1 - t\} \leq \delta', (20) \) holds. Notice that \( \delta' > 0 \) is independent of \( R \) large. In the following we always assume that \( \min \{t, 1 - t\} \geq \delta' \).

Arguing as before, we have,
\[ \int q_\infty|v_1 + v_2|^{p+1} \geq (t^{p+1} + (1 - t)^{p+1})A + (p + 1)(t^p(1 - t) + t(1 - t)^p)\langle u_1, u_2 \rangle \]
\[ - C\int u_1^{2/(p+1)}u_2^{2/(p+1)} \]
\[ \geq (t^{p+1} + (1 - t)^{p+1})A + (p + 1)(t^p(1 - t) + t(1 - t)^p - o(1))\langle u_1, u_2 \rangle. \]

We have derived before that
\[ \int (q_\infty - q)^+|v_1 + v_2|^{p+1} = o(1)\langle u_1, u_2 \rangle. \]

Notice that \( \min \{t, 1 - t\} \geq \delta' \), we have
\[ \int (q_\infty - q)^+|v_1 + v_2|^{p+1} \leq o(1)(t^p(1 - t) + t(1 - t)^p)\langle u_1, u_2 \rangle. \]

Therefore
\[ J(v_1 + v_2) \]
\[ \leq \frac{(t^2 + (1 - t)^2)A + 2t(1 - t)\langle u_1, u_2 \rangle}{[(t^{p+1} + (1 - t)^{p+1})A + (p + 1)(t^p(1 - t) + t(1 - t)^p - o(1))\langle u_1, u_2 \rangle]^{2/(p+1)}} \]
\[ \leq \frac{t^2 + (1 - t)^2}{(t^{p+1} + (1 - t)^{p+1})^{2/(p+1)}} \frac{A}{A^{2/(p+1)}} \]
\[ \times \frac{1 + \frac{2t(1 - t)}{(t^2 + (1 - t)^2)A} \langle u_1, u_2 \rangle}{1 + (\frac{2t^p(1 - t) + t(1 - t)^p}{(t^{p+1} + (1 - t)^{p+1})A} - o(1)) \langle u_1, u_2 \rangle}. \]

Since
\[ \frac{A}{A^{2/(p+1)}} = S_1 = S_2 \frac{2^{2/(p+1)}}{2}, \]
we have

\[ J(v_1 + v_2) \leq S_2 \frac{2^{2/(p+1)}}{2} \frac{t^2 + (1 - t)^2}{(t^{p+1} + (1 - t)^{p+1})^{2/(p+1)}} \]

\[ 1 + \frac{2t(1 - t)}{(t^2 + (1 - t)^2)A} \langle u_1, u_2 \rangle \]

\[ 1 + \left( \frac{2(t^p(1 - t) + t(1 - t)^p)}{(t^{p+1} + (1 - t)^{p+1})A} - o(1) \right) \langle u_1, u_2 \rangle \]

Notice that we have the following inequalities:

(21)

\[ \frac{2^{2/(p+1)}}{2} \frac{t^2 + (1 - t)^2}{(t^{p+1} + (1 - t)^{p+1})^{2/(p+1)}} \leq 1 \quad \text{for} \quad 0 \leq t \leq 1 \]

(22)

\[ \frac{t(1 - t)}{t^2 + (1 - t)^2} \leq \frac{t^p(1 - t) + t(1 - t)^p}{t^{p+1} + (1 - t)^{p+1}} \quad \text{for} \quad 0 < t < 1 \]

(21) follows from the convexity of the function \( x \mapsto x^{(p+1)/2}, x \geq 0 \) and (22) is elementary.

Since \( t \) and \( 1 - t \) are bounded away from zero, we have

\[ 1 + \frac{2t(1 - t)}{(t^2 + (1 - t)^2)A} \langle u_1, u_2 \rangle < 1 + \left( \frac{2(t^p(1 - t) + t(1 - t)^p)}{(t^{p+1} + (1 - t)^{p+1})A} - o(1) \right) \langle u_1, u_2 \rangle \]

for \( R \) sufficiently large.

Finally (19) follows from the above estimates.

3. The min-max Procedure

Let us define a map from \( \Sigma \) to the unit ball of \( \mathbb{R}^N \)

\[ m(u) = \frac{1}{|u|_{p+1}^{p+1}} \int \frac{x}{|x|} |u|^{p+1} dx \]

where \( |u|_{p+1} \) denotes the \( L^{p+1}(\mathbb{R}^N) \) norm of \( u \).

Clearly, \( m \) is continuous from \( \Sigma \) to \( \mathbb{R}^N \) and \( |m(u)| < 1 \).

Let

\[ I_a = \inf_{m(u) = a} \left( \int |u|^{p+1} \right)^{2/(p+1)} \]

where \( a \in \mathbb{R}^N \) and \( |a| < 1 \).
It is well known that (1) has a positive solution, which is actually a constant multiple of the global minimum of the functional $J$, if $\inf_{u \in \Sigma} J(u) < S_1$. (See [13].)

In the following we always consider the case when $\inf_{u \in \Sigma} J(u) \geq S_1$.

If for some $a \in \mathbb{R}^N$, $|a| < 1$, $I_a = S_1$, then there exists some $u \in \Sigma^+$, $m(u) = a$, such that $J(u) = S_1$. This follows from the concentration-compactness principle developed in [13]. In this case we will also obtain a solution of (1) which is a constant multiple of the global minimum of $J$. See [13] for details.

There is only one possibility left, namely,

$$I_a > S_1 \quad \text{for every} \quad a \in \mathbb{R}^N, \quad |a| < 1.$$  

Fix any $a \in \mathbb{R}^N$, $|a| < 1$, since $I_a > S_1$, there exists some positive constant $R_1$, such that,

$$J(\omega(\cdot - y)) < \frac{1}{2} (I_a + S_1) < I_a \quad \text{for every} \quad y \in \mathbb{R}^N, \quad |y| \geq R_1.$$  

Let $R > \max \{ R_0, R_1 \}$ be very large. (In the following $R$ is always supposed to be very large), and

$$B_R(0) = \{ x \in \mathbb{R}^N; |x| < R \}$$

$$\bar{x}_2 = (0, \ldots, 0, R - \sqrt{R})$$

We define a map $h_0$ from $\partial B_R(0)$ to $\Sigma^+$ by

$$h_0(x_i) = \frac{\omega(\cdot - x_i)}{\|\omega(\cdot - x_i)\|}$$

where $x_i \in \partial B_R(0)$.

Since $R > R_1$, we have

$$J(h_0(x_i)) < \frac{1}{2} (I_a + S_1) < I_a \quad \text{for} \quad x_i \in \partial B_R(0).$$

We define another map $h^*$ from $B_R(0)$ to $\Sigma^+$ by

$$h^*(tx_1 + (1 - t)\bar{x}_2) = \frac{t\omega(\cdot - x_1) + (1 - t)\omega(\cdot - \bar{x}_2)}{\|t\omega(\cdot - x_1) + (1 - t)\omega(\cdot - \bar{x}_2)\|}$$

where $0 \leq t \leq 1$, $x_1 \in \partial B_R(0)$. It is clear that $h^*|_{\partial B_R(0)} = h_0$.

It follows from Lemma 2.2 that

$$J(h^*(y)) < S_2 \quad \text{for all} \quad y \in B_R(0).$$
We next define some min-max value. Let
\[ \Gamma = \{ h: B_R(0) \to \Sigma^+ : h \text{ is continuous}, h|_{\partial B_R(0)} = h_0 \} \]
and
\[ c_0 = \inf_{h \in \Gamma} \max_{y \in B_R(0)} J(h(y)). \]

We will prove that
\[ S_1 < I_\delta \leq c_0 < S_2. \]
(25) implies that \( c_0 < S_2 \).

Consider the map
\[ m \circ h: B_R(0) \to \mathbb{R}^N \]
for \( h \in \Gamma \).

It is quite obvious that
\[ \lim_{R \to +\infty} m \circ h_0(x_i) = \frac{x_i}{|x_i|} \quad \text{uniformly for } x_i \in \partial B_R(0). \]

By degree theory, for \( R \) large enough, we have
\[ \deg (m \circ h, B_R(0), a) = 1. \]

In particular there exists some \( y \in B_R(0) \), such that, \( m \circ h(y) = a \), hence
\[ c_0 \geq I_\delta > S_1. \]

The PS Lemma in Section 1 guarantees that \( J|_{\Sigma^+} \) satisfies PS condition at \( c_0 \) if (1) has no solution. Then by using some standard deformation argument and the maximum principle (see [16], [2]), \( c_0 \) is a critical value of \( J|_{\Sigma} \) with some corresponding critical point \( u > 0 \), i.e., \( J_{|_{\Sigma}}(u) = 0 \). By scaling \( u \) we obtain a positive solution of (1). Therefore in any case, (1) has a positive solution. The proof of Theorem 1.1 has been completed.

**Remark 3.1.** Under the hypotheses of Theorem 1.1, there exists a positive solution \( u \) with
\[ J(u) < S_2. \]

**Remark 3.2.** If we replace \( \mathbb{R}^N \) by \( \mathbb{R}^N \setminus \bar{\Omega} \) where \( \Omega \) is any bounded smooth open set of \( \mathbb{R}^N \), the proof still holds after simple modification.

With the observation in this paper, it is not difficult to see that we can modify the arguments in [2] to prove the following result.
Theorem 3.1. Suppose that $q(x) \in L^\infty(\mathbb{R}^N)$ satisfy (2), (3) and (4), then (1) has a positive solution in $H^1(\mathbb{R}^N)$ for $1 < p < (N + 2)/(N - 2)$, if $N \geq 3$; $1 < p < +\infty$, if $N = 1, 2$.
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