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ABSTRACT - We investigate some geometric aspects of Wasserstein spaces through the continuity equation as worked out in mass transportation theory. By defining a suitable homology on the flat torus $T^n$, we prove that the space $\mathcal{P}_p(T^n)$ has non-trivial homology in a metric sense. As a byproduct of the developed tools, we show that every parametrization of a Mather’s minimal measure on $T^n$ corresponds to a mass minimizing metric current on $\mathcal{P}_p(T^n)$ in its homology class.

1. Introduction.

1.1 – The Monge-Kantorovich problem.

Optimal transport problems, also known as Monge-Kantorovich problems, have been very intensively studied in the last 10 years and, due to the numerous and important applications to PDE, shape optimization and Calculus of Variations, we witnessed a spectacular development of the field. For the details of this theory, the interested reader may look at the book and lecture notes [1, 7, 31, 32], the paper [17] and for some of the applications [6, 22]. Our description will be restricted to the setting of a compact Riemannian manifold $M$ without boundary, however many of the concepts of this section could be formulated in general metric spaces.

Let $c : M \times M \to \mathbb{R}^+$ be a Borel function. The Monge problem is formulated as follows: given two probability measures $\mu, \nu$ find a map $t : M \to M$ such that $t_*\mu = \nu$ ( denotes the push-forward of measures) and such that $t$ minimizes

$$\int_M c(x, t(x))d\mu$$
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among the maps with the same property. It may happens that the set of admissible maps is empty (e.g. \( \mu = \delta_x \) and \( \nu = \frac{1}{2}(\delta_y + \delta_z) \)). Then the problem is reformulated in its Kantorovich’s relaxation. Find \( \gamma \in P(M \times M) \) such that \( p^\gamma_x = \mu \) and \( p^\gamma_y = \nu \) (\( p^1 \) and \( p^2 \) are the projection on factors of \( M \times M \)) and such that \( \gamma \) minimizes

\[
\int_{M \times M} c(x, y) d\gamma(x, y).
\]

If \( t \) is admissible for the Monge problem then the measure associated in the usual way to the graph of \( t \), i.e. \( \gamma = (I \times t)_\#\mu \), is admissible for the Kantorovich problem. However the class of admissible measures for the Kantorovich problem is never empty as it contains \( \mu \otimes \nu \). Moreover, the Kantorovich problem is linear. Existence of minimizers for the Monge problem is difficult and may fail, while for the Kantorovich problem semicontinuity of \( c \) is enough.

If \( c \) is a distance then the cost

\[
d_c(\mu, \nu) = \min \left\{ \int_{M \times M} c(x, y) d\gamma(x, y) \mid p^\gamma_x = \mu, \ p^\gamma_y = \nu \right\}
\]

defines a distance on \( P(M) \). If \( d \) is the geodesic distance of the manifold then for \( p \geq 1 \) also

\[
W_p(\mu, \nu) = \left( \min \left\{ \int_{M \times M} d^p(x, y) d\gamma(x, y) \mid p^\gamma_x = \mu, \ p^\gamma_y = \nu \right\} \right)^{1/p}
\]

defines a distance on \( P(M) \) called Wasserstein distance. Moreover, \((P(M), W_p)\) is complete and \( W_p \) metrizes the weak-* convergence of measures. The metric structure induced on \( P(M) \) is extremely rich and will play an important role in this paper. In particular \( P_p(M) := (P(M), W_p) \) admits a tangent space. We will get in details in a subsection of preliminaries results.

Finally, whenever \( c(x, y) \) is a “length” cost, which means that there exists a Lagrangian \( L : TM \to \mathbb{R}^+ \) such that

\[
c(x, y) = \inf_{\gamma \in \mathcal{A}(\mathcal{D}(\mathcal{M}))} \int L(\gamma(t), \dot{\gamma}(t)) dt,
\]

then the transport problem has a third formulation due to Brenier. The basic idea is to look at paths connecting the two measures \( \mu, \nu \in P(M) \) that
we want to transport. If, in the simplest case of $\mu = \delta_x$ and $\nu = \delta_y$, we take a regular curve $\gamma$ connecting $x$ to $y$, then the measure $\rho_t = \delta_{\gamma(t)}$ and the velocity field $v_t = \dot{\gamma}(t)$ are related by the equation

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (v_t \rho_t) = 0 \quad \text{on } (0, 1) \times M,
\]

in the sense of distribution. Indeed, if we take a test function $\phi(t, x) \in C^\infty_c((0, 1) \times M)$, we have

\[
\left( \frac{\partial \rho}{\partial t} + \nabla \cdot (v_t \rho_t) \right) (\phi) = \]

\[
= - \int_0^1 \int_M \partial_t \phi(t, x) d\rho_t dt - \int_0^1 \int_M \langle d_x \phi(t, x), v_t \rangle d\rho_t dt = \]

\[
= - \int_0^1 [\partial_t \phi(t, \gamma(t)) + \langle d_x \phi(t, \gamma(t)), \dot{\gamma}(t) \rangle] dt = - \int_0^1 \frac{d}{dt} \left( \phi(t, \gamma(t)) \right) dt = 0.
\]

More generally, we can consider couples $\langle \rho_t, v(x, t) \rangle \in \mathcal{P}(M) \times \mathcal{M}^v(M)$ which satisfy the equation (1.1) as admissible configurations. In this setting, Brenier’s formulation of the optimal mass transportation problem amounts to minimize

\[
\int_0^1 \int_M L(x, v(x, t)) d\rho_t(x) dt,
\]

among the pair $(\rho, v)$ where $\rho : [0, 1] \to \mathcal{P}(M)$, and for each $t$, $v(\cdot, t)$ is a tangent vector field on $M$ defined $\rho_t$ almost everywhere, which satisfies the continuity equation:

\[
\begin{aligned}
\frac{\partial \rho}{\partial t} + \nabla \cdot (v_t \rho_t) &= 0 \quad \text{on } (0, 1) \times M, \\
\rho(0) &= \mu, \quad \rho(1) = \nu.
\end{aligned}
\]

We remark that if $\int_0^1 \int_M \| v_t \| d\rho_t dt < + \infty$, then for every $\phi \in C^\infty(M)$ the map $t \to \int_M \phi d\rho_t$ is in $W^{1,1}_b([0, 1], (0, 1))$. Actually, it turns out that $\rho_t$ is an absolutely continuous (a.c.) curve in the space $\mathcal{P}(M)$ endowed with the 1-Wasserstein distance.
1.2 – Mather’s minimal measures and Eulerian representations.

A measure \( \mu \in \mathcal{M}(TM) \) is said to be closed if for all exact forms \( \omega \) it results

\[
(1.3) \quad \int_{TM} \langle \omega(x), \nu \rangle d\mu = 0.
\]

According to this definition we set

\[
\mathcal{M}^c = \left\{ \mu \in \mathcal{M}(TM) \mid \mu \text{ is closed, } \mu \in \mathcal{P}(TM), \int_{TM} L(x, v) d\mu < + \infty \right\}.
\]

To each measure \( \mu \in \mathcal{M}^c \) we can associate the homology class of \( \mu \) which we will denote by \( [\mu] \in H_1(M, \mathbb{R}) \) (by duality with \( H^1 \)). Indeed, thanks to the fact that \( L \) is superlinear and \( \int_{TM} L(x, v) d\mu < + \infty \), \( \mu \) acts in a natural way on the set of the closed 1-forms on \( M \) by

\[
(1.4) \quad \omega \mapsto \int_{TM} \langle \omega(x), \nu \rangle d\mu
\]

and thanks to condition (1.3), this action passes to the quotient by the exact forms.

Once we fix an homology class \( [h] \), Mather’s variational problem amounts to:

\[
\text{(M)} \quad \text{Minimize} \left\{ \int_{TM} L(x, v) d\mu \mid \mu \in \mathcal{M}^c, \ [\mu] = [h] \right\}.
\]

A remarkable property of problem \( \text{(M)} \) is the following: we minimize an action functional which depends on \( L \) on measures which are merely closed. However, it turns out that the minimal measures are also invariant for the flow associated to the Lagrangian \( L \), see for example [5, 10].

There is a deep connection between Mather’s problem and the Monge-Kantorovich theory (see [9, 11, 19, 20]). In particular, in [11] is considered the following problem: minimize the convex and l.s.c. functional

\[
\mathcal{K}(\rho, v) = \int_{\mathcal{M}} \int_0^1 L(x, v(x, t)) d\rho dt,
\]
among all pairs $\rho : [0, 1] \to \mathcal{P}(M)$ and $v : M \times [0, 1] \to TM$ which solve

$$
\begin{aligned}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\nu \rho) &= 0 \quad \text{in} \quad (0, 1) \times M, \\
\rho(0) &= \rho(1)
\end{aligned}
$$

and satisfy an homological constraint in a sense that will be explained right below. To each solution $(\rho, v)$ of (1.5) we can associate a closed, normal 1-current

$$
T_{\rho,v} : \omega \mapsto \int_0^1 \int_M \langle \omega(x), v(x, t) \rangle d\rho_t dt.
$$

As already noticed $T_{\rho,v}$ has a well defined homology class. Then the problem is formulated as follows

**Problem (P)**

Minimize $\{ \mathcal{K}(\rho, v) \mid (\rho, v) \text{ satisfies (1.5) and } [T_{\rho,v}] = [h] \}.$

It turns out that problem P is equivalent to the Mather’s problem M. Moreover, to every Mather’s minimal measure one can associate an optimal couple $(\rho, v)$ of P and vice-versa. Each minimizing pair $(\rho, v)$ will be called an Eulerian representation of the current $T_{\rho,v}$ and of the corresponding Mather’s minimal measure.

Notice that different Eulerian representations can be associated to the same current or measure.

Finally, in the case $L(x, v) = |v|^p$ problem P is equivalent to the classical problem of minimizing the mass (to the power $p$) of closed 1-currents in a given homology class (see [5, 11]).

1.3 – Description of the results.

Every Eulerian representation $(\rho, v)$ of a Mather’s minimal measure leads naturally to a closed 1-metric currents on a Wasserstein space (see the next section for definitions and main properties). It is natural to ask whether these Eulerian representations enjoy metric minimality properties or not. To make sense to this question we need some tools able to recover that two closed metric 1-currents are homologous on $\mathcal{P}_p(M)$.

The matter is to specify the meaning of homology classes in a metric framework. Since a deep theory of metric currents is already available in
[3], a natural way is to define metric currents $T$ and $S$ to be homologous if there exists a metric 2-current $N$ such that $T - S = \partial N$. Regarding this metric definition of homology, at the best of our knowledge, it seems that all the tools available in the literature rely on some cone construction as in [3, 33, 34], or by a differential form approach as in [16]. In any case, these methods are relative to metric spaces with trivial homology in the metric sense, and they are not applicable to general Wasserstein spaces $\mathcal{P}_p(M)$. In Section 3 we show that also on nice spaces such as Hadamard spaces $M$, we cannot say in general too much about the homology of $\mathcal{P}_p(M)$. Indeed, we are just able to show that all the closed Lipschitz curves $\delta_{[t]}$ on $\mathcal{P}_p(M)$, corresponding to closed cycles $\gamma$ of the Hadamard space $M$, are homologous to zero. This fact is proved by considering barycenter maps. However, the existence of a barycenter map imposes many restrictions to the geometry of $M$ (see Theorem 3.3). As a byproduct, this discussion furnishes a counterexample to the extension of Lipschitz maps between metric spaces (see Example 3.5).

Although $\mathcal{P}_p(M)$ is always contractible, see Proposition 3.1, it is known that $\mathcal{P}_p(M)$ has trivial homology only for special geometry of the underlying space $M$ (see [16, 34]). In Section 4 and Section 5 we propose to investigate the metric homology of $\mathcal{P}_p(M)$ by means of mass transportation tools. More precisely, by using the continuity equation (1.2) we associate an euclidean current on $M$ to every metric current on $\mathcal{P}_p(M)$ by a $\sim$ operator defined by equation (4.3). It turns out that this operator well relates metric 1-currents to metric 0-currents as stated in Theorem 4.5. Unfortunately, we are not able to prove the same well behavior for the analogous $\sim$ operator which relates metric 2-currents to metric 1-currents. However, on the flat torus $\mathbb{T}^n$ some of the program can be carried on. In particular, we restrict the homology by considering metric 2-currents which satisfy the compatibility condition (5.8). It results that to every distinct homology classes on $\mathbb{T}^n$ correspond distinct such restricted metric homology classes on $\mathcal{P}_p(\mathbb{T}^n)$ (see Lemma 5.4). Therefore, the space $\mathcal{P}_p(\mathbb{T}^n)$ is a first example of a metric space with non-trivial homology in a metric sense. Once the question of finding homology classes in a metric sense has some answer, although partial, it is meaningful to address the question of recovering mass minimizing currents on $\mathcal{P}_p(M)$ by knowing the structure of the Eulerian representations of Mather’s measures on the underlying space $M$. As a byproduct of the developed tools, in Section 5.3 we show that to every Mather’s minimal Eulerian representation $(\rho, v)$ corresponds a mass minimizing metric 1-current on $\mathcal{P}_p(\mathbb{T}^n)$ in its homology class.
2. Preliminary results.

2.1 – Normal 1-currents.

This section collects some definitions and technical facts about normal 1-currents and their representations which will be used explicitly in the paper or which are useful to give sense to some definitions. The exposition is adapted to the fact that the manifold $M$ is compact and then different from what would be on an open subset $\Omega$ of $\mathbb{R}^N$.

By $\Gamma^\infty(T^*M)$ we denote the space of $C^\infty$, 1-dimensional forms. $\Gamma^\infty(T^*M)$ is usually equipped with the norm $\|\omega\|_\infty = \sup_M |\omega(x)|$. The space of normal, 1-dimensional currents is the space of linear, continuous (as well the boundary) functionals on $\Gamma^\infty(T^*M)$ and is denoted by $\mathcal{N}_1(M)$.

The subspace of the currents $T \in \mathcal{N}_1(M)$ such that $T(\omega) = 0$ whenever $\omega$ is an exact form is the space of normal, closed 1-currents and it is denoted by $\mathcal{N}_0^c(M)$.

The mass norm of a normal current (in short: “mass”) is defined as follows:

$$M(T) = \sup \{ T(\omega) \mid \|\omega\|_\infty \leq 1 \}.$$

The boundary of a current is defined by duality with the differential through the formula:

$$T(d\phi) = \partial T(\phi) \quad \text{for all} \quad \phi \in C^\infty(M).$$

Then for a current $T$, being closed is equivalent to $\partial T = 0$.

Any $T \in \mathcal{N}_1(M)$ can be represented by integration using a probability measure $\sigma$ on $M$ and a tangent vector field $X$ defined $\sigma$-a.e. as follows:

$$T(\omega) = \int_M \langle \omega(x), X \rangle d\sigma.$$

There are many references in the literature for the representation of normal currents, among them we refer to [15] or Theorem 1 in section 2.3 of [18].

2.2 – Currents in metric spaces.

In this section we introduce the notion of (normal, rectifiable, integer) currents in a metric space $E$, according to the paper [3], who first contains
a complete treatment of the subject. We will apply this theory in Section 5 for the Wasserstein space $\mathcal{P}_p(M)$. Since we are mostly interested in 0,1 and 2-currents we confine ourselves to state the principal results regarding these particular (metric) functionals.

**Definition 2.1.** A k-current $T$, $k = 0, 1, 2$, is a multilinear functional on the set of $(k + 1)$-couples $(f_0, f_1, \ldots, f_k) \in \text{Lip}(E)^{k+1}$, with $f_0 \in L^\infty(E)$, satisfying the following properties:

i) $T$ is continuous along sequences $(f_0^n, f_1^n, \ldots, f_k^n)$ converging pointwise and with $\sup_n \text{Lip}(f_i^n) < +\infty$;

ii) $T$ is local, in the sense that $T(f_0, f_1, \ldots, f_k) = 0$ if $f_i$ is constant for some $i \in \{1, \ldots, k\}$ in a neighborhood of $f_0 \neq 0$;

iii) $T$ has finite mass, i.e. there exist $\mu \in \mathcal{M}(E)$ such that $|T(f_0, f_1, \ldots, f_k)| \leq \int E \text{Lip}(f_i) \left\| f_0 \right\| d\mu$;

The least measure $\mu$ satisfying iii) is said mass of $T$ and it is denoted by $\|T\|$, while $M(T) := \|T\|(E)$ is the total mass of $T$.

**Remark 2.2.** Given a $k$-current $T$, its total mass can be computed also as

$$M(T) = \sup \left\{ \sum_{i=1}^{N} |T(A_{B_i}, f_1^i, \ldots, f_k^i)| : \{B_i\}, \text{Borel partition of } E, f_k^i \in \text{Lip}_1(E) \right\},$$

where $\text{Lip}_1(E)$ is the set of Lipschitz functions with Lipschitz constant $\text{Lip}(f)$ not greater than 1. Observe that the metric functional $T$ could be extended on $k$-tuples with the first argument a merely bounded function. For $k$-currents it is possible to define a boundary operator $\partial T$ as follows

$$\partial T(f_0, f_1, \ldots, f_{k-1}) := T(1, f_0, f_1, \ldots, f_{k-1}).$$

The restriction $T\lfloor_{A}$ of $T$ to a Borel set $A \subset E$ is given by

$$T\lfloor_{A}(f_0, f_1, \ldots, f_k) := T(f_0\lfloor_A, f_1, \ldots, f_k).$$

If $\phi \in \text{Lip}(E, F)$, with $F$ another metric space, we define also the push-forward of $T$, as $\phi_\ast(T)(f_0, f_1, \ldots, f_k) := T(f_0 \circ \phi, f_1 \circ \phi, \ldots, f_k \circ \phi)$. Notice that the boundary and the push-forward operator commute. The push-forward operator will be very useful since every integer rectifiable current will be generated by Lipschitz images of euclidean metric currents as below, with $g \in L^1(\mathbb{R}^k, \mathbb{Z})$. 
Examples of 1-currents for $E = \mathbb{R}$, and 2-currents if $E = \mathbb{R}^2$, can be given once fixed a function $g \in L^1(\mathbb{R})$ or $g \in L^1(\mathbb{R}^2)$ in the following way:

$$T_g(f_0, f_1) := \int_{\mathbb{R}} g(x)f_0(x)f_1'(x) \, dx$$

(2.1)

$$N_g(f_0, f_1, f_2) := \int_{\mathbb{R}^2} g(x)f_0(x) \det \nabla (f_1, f_2) \, dx.$$ 

We’ll come back to these fundamental examples to define integer currents and also in view of the representation Theorem 2.4.

Even if it will be used only to introduce rectifiable currents, we define countably $\mathcal{H}^k$-rectifiable sets as sets $S$ such that

$$\mathcal{H}^k\left(S \setminus \bigcup_{i=0}^{\infty} h_i(K_i)\right) = 0$$

for $K_i$ compact sets and $h_i : K_i \to E$ bi-Lipschitz functions.

We can now introduce the notion of normal, rectifiable and integer $k$-currents.

**Definition 2.3.** A $k$-current $T$ will be said normal if $\partial T$ is still a $(k-1)$-current.

A $k$-current $T$ will be said integer rectifiable if $\|T\|$ is concentrated on a countably $\mathcal{H}^k$-rectifiable set and, for any $\varphi \in \text{Lip}(E, \mathbb{R}^k)$ and for any open set $A$ of $E$, $\varphi(T\lambda A) = T_{\varphi}$ (see representation in (2.1)) with $g \in L^1(\mathbb{R}^k, \mathbb{Z})$.

The set of integer rectifiable $k$-currents will be denoted as $\mathcal{I}_k(E)$ while $\mathcal{N}_k(E)$ will be the set of normal $k$-currents. Finally, we denote by $\mathcal{I}_k(E)$ the space of integer rectifiable normal currents.

If $k = 1, 2$ any $k$-current in $\mathbb{R}^k$ can be represented, uniquely, as in (2.1); moreover, if $T$ is normal the function $g$ turns out to be $BV(\mathbb{R}^k)$.

Finally we state the result that allows to decompose any integer rectifiable currents as sums of Lipschitz push-forward of integer euclidean metric currents.

**Theorem 2.4.** $T \in \mathcal{I}_k(E)$ if and only if there exist compact sets $K_i \subset \mathbb{R}^k$, $\theta_i \in L^1(\mathbb{R}^k, \mathbb{Z})$ and bi-Lipschitz functions $h_i : K_i \to E$ with $\text{supp}(\theta_i) \subset K_i$ such that $T = \sum_{i=1}^{\infty} h_i\#(T_{\theta_i})$ and $M(T) = \sum_{i=1}^{\infty} M(h_i\#(T_{\theta_i}))$.

For normal currents it turns out that the functions $\theta_i$ of Theorem 2.4 are actually $BV$ functions, see Theorem 3.7 of [3]. In the case $k = 1$, and
considering a geodesic space $E$ (see Section 2.5), the Lipschitz function $h_i : K_i \to E$ can be extended in a Lipschitz way to intervals such that $K_i \subset [a_i, b_i]$. As a reference for extension of Lipschitz maps we refer for instance to [12]. Therefore, in such a case Theorem 2.4 yields the representation $T = \sum_{i=1}^\infty T_{\theta, \varphi}$, where $\rho_i : [a_i, b_i] \to E$ is a Lipschitz function while the current $T_{\theta, \varphi}$ is defined by

$$T_{\theta, \varphi}(f_0, f_1) = \int_{a_i}^{b_i} \theta_i(t) f_0(\rho_i(t)) \frac{d}{dt} f_1(\rho_i(t)) dt.$$ 

The definition of $I_k(E)$ allows us to introduce the homology of $E$ as follows. Consider the chains defined by the boundary operator $\partial$ (observe that $\partial^2 = 0$)

$$\cdots I_{k+1}(E) \xrightarrow{\partial} I_k(E) \xrightarrow{\partial} I_{k-1}(E) \xrightarrow{\partial} \cdots$$

we define the k-homology as

$$H_k(E) = \frac{\ker \partial_{I_k}}{\operatorname{Im} \partial_{I_{k+1}}}.$$ 

In particular we will use the homology of $P_\rho(M)$.

2.3 – Kantorovich duality.

In this section we recall some useful duality results for the Monge-Kantorovich problem. The following Theorem can be found in [31].

**Theorem 2.5.** Let $c(x, y)$ a positive continuous cost on $M$. Then the minimum value of the Kantorovich problem is equal to

$$\sup_{\phi, \psi \in C(M, \mathbb{R})} \left\{ \int_M \phi(x) df^+ + \int_M \psi(y) df^- \mid \phi(x) + \psi(y) \leq c(x, y) \right\}. \tag{2.2}$$

If $c$ is the geodesic distance $d$ on $M$, duality formulation becomes:

**Theorem 2.6.** If $c(x, y) = d(x, y)$ then the minimum value of the Kantorovich problem is equal to

$$\sup \left\{ \int_M d(f^+ - f^-) \mid u \in \operatorname{Lip}_d(M, d) \right\}.$$
Actually, the supremum in Theorem 2.6 is attained and the optimal $u$ are called Kantorovich potentials.

2.4 – The continuity equation and the tangent space to $\mathcal{P}_p(M)$.

The continuity equation (1.2) has been used in the Monge-Kantorovich theory since its beginning for many applications. The fact that it characterizes the a.c. curves on the space of probability measures equipped with the Wasserstein metric was only recently pointed out and the full proof is contained in [2]. Here we summarize some results from that paper. For an analysis in metric spaces we refer to [2, 4]. For Lipschitz function on a metric space $(M, d)$ we introduce the metric derivative according to the following definition.

**Definition 2.7.** Given a curve $\rho : [a, b] \to (M, d)$ we define the metric derivative at the point $t \in ]a, b[$ as the limit

$$
\lim_{k \to 0} \frac{d(\rho(t + h), \rho(t))}{h}
$$

whenever it exists and in this case we denote it by $|\dot{\rho}|(t)$.

If $\rho : [a, b] \to (M, d)$ is a Lipschitz curve, by metric Rademacher Theorem the metric derivative of $\rho$ exists at $L^1$-a.e. point in $[a, b]$. Furthermore, the length of the Lipschitz curve $\rho$ is given by

$$
l(\rho) = \int_a^b |\dot{\rho}(t)| dt.
$$

We restrict our treatment to the case of $\mathcal{P}_p(M) := (\mathcal{P}(M), W_p)$ for $p \geq 1$. The tangent space to $\mathcal{P}_p(M)$ at a point $\mu$ is defined as follows:

$$
\text{Tan}_\mu \mathcal{P}_p(M) := \{ J_q(\nabla \phi) \phi \in C^\infty(M) \}^*_{L^p(\mu)}
$$

where $q$ is the dual exponent of $p$ and $J_q : L^p(\mu) \to L^q(\mu)$ denotes the duality map

$$
J_q(v) = \frac{|v|^{q-2} v}{\|v\|_{L^p(\mu)}^q}.
$$

The following theorem relates a. c. curves in $\mathcal{P}_p(M)$ to the continuity equation and, in some sense, justifies the definition of the tangent space.
Theorem 2.8. Let \( \rho : [0, 1] \to \mathcal{P}_p(M) \) be a curve. If \( \rho \) is a.c. and 
\[ |\dot{\rho}| \in L^1(0, 1) \] 
is its metric derivative, then there exists a Borel vector field 
\[ v : (t, x) \mapsto \mathbf{v}(x) \] 
such that
\begin{equation}
\mathbf{v}_t \in L^p(\rho_t) \quad \text{and} \quad \|v_t\|_{L^p(\mu)} \leq \|\dot{\rho}(t)\| \quad \text{for} \quad L^1 - \text{a.e.} \quad t \in [0, 1]
\end{equation}
and the continuity equation
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot \mathbf{v} \rho = 0 \quad \text{in} \quad (0, 1) \times M \]
is satisfied in the sense of distributions. Moreover for a.e. \( t \in (0, 1) \) \( v_t \) belongs to \( T_{\rho(t)} \mathcal{P}_p(M) \).

Conversely, if \( \rho \) satisfies the continuity equation for some vector fields 
\( v_t \) such that \( \|v_t\|_{L^p(\rho_t)} \in L^1(0, 1) \), then \( t \mapsto \rho(t) \) is a.c. and
\[ |\dot{\rho}(t)| \leq \|v_t\|_{L^p(\mu)} \quad \text{for} \quad L^1 - \text{a.e.} \quad t \in [0, 1].\]

Remark 2.9. The minimality property (2.4) uniquely determines a tangent field \( v_t \). We will refer to \( v_t \) as the tangent vector associated to the curve \( \rho \).

There are also previous definitions of tangent space to \( \mu \) in \( \mathcal{P}_p(M) \), see for example [26]. In [2] there is also an infinitesimal characterization of the tangent space in terms of transport maps.

2.5 – Basic properties of Wasserstein distances.

Since we are interested to study the space \( \mathcal{P}(M) \) with \( M \) a compact Riemannian manifold, throughout this paper \( (M, d) \) is assumed to be a complete, separable and geodesic space. A metric space is said geodesic if for each pair of points \( x, y \in M \) the distance \( d(x, y) \) is given by
\begin{equation}
\begin{aligned}
\text{d}(x, y) = \min \left\{ l(\gamma) = \int_0^1 |\dot{\gamma}(t)| dt \mid \gamma \in \text{Lip}(0, 1, M), \gamma(0) = x, \gamma(1) = y \right\}.
\end{aligned}
\end{equation}

Where \( |\dot{\gamma}| \) is the metric derivative of \( \gamma \) defined by (2.3). If \( x, y \in M \), we say that a Lipschitz curve \( \gamma : [0, 1] \to M \) is a geodesic between \( x \) and \( y \) if \( \gamma \) is a minimizing curve in (2.5). Usually, geodesics are parametrized proportionally to arclength, i.e., \( d(\sigma(t), \sigma(s)) = v|t - s| \), where \( v \) is the constant speed. We say that the metric space \( (M, d) \) admits a measurable choice of
geodesics if there exists a measurable function \( f : M \times M \times [0, 1] \to M \) such that the map \( t \mapsto f(x, y, t) \) is a geodesic between \( x \) and \( y \). If for instance \( M \) is a Banach space, the function

\[
f(x, y, t) = x + t(y - x)
\]

is a measurable choice of geodesics. Actually, \( f \) is a continuous function. This is also true if \( M \) is a compact Riemannian manifold replacing the segments with geodesics. Observe that all this notions are inherited by \( \mathcal{P}_p(M) \) as stated in the following (see [2, 29, 20])

**Proposition 2.10.** If \( M \) admits a measurable choice of geodesics, then for every \( 1 \leq p \) the space \( \mathcal{P}_p(M) \) is complete, separable and geodesic.

The following proposition collects some important inequalities for the Wasserstein distances.

**Proposition 2.11.** Let \( 1 \leq p \leq q \). Then

1) \( W_p \leq W_q \).

2) \( W_q \leq \frac{q}{p} \text{diam}(M)^{1 - \frac{1}{q}} \).

**Proof.** Claim 1) is a direct application of Hölder’s inequality. To check claim 2) let \( y \) be an optimal plan between its marginal \( \mu, \nu \) for \( W_p \). Hence

\[
W_p(\mu, \nu) \leq \left( \int_{M \times M} d(x, y)^p d\gamma \right)^{\frac{1}{p}} \leq \left( \int_{M \times M} d(x, y)^q d(x, y)^{q - p} d\gamma \right)^{\frac{1}{q}} \leq \text{diam}(M)^{1 - \frac{1}{q}}
\]

Therefore, on bounded metric spaces all the Wasserstein distances produce the same topology. The following convexity property is an important feature of the Wasserstein distances.

**Proposition 2.12.** Let \( p \geq 1 \) and \( \mu_1, \mu_2, \nu_1, \nu_2 \in \mathcal{P}_p(M) \). Then

\[
\forall \lambda \in [0, 1] : \quad W_p(\lambda \mu_1 + (1 - \lambda) \mu_2, \lambda \nu_1 + (1 - \lambda) \nu_2) \leq \lambda W_p(\mu_1, \nu_1) + (1 - \lambda) W_p(\mu_2, \nu_2)
\]

**Proof.** Let \( \gamma \) be an optimal plan between \( \mu_i \) and \( \nu_i \) for \( i = 1, 2 \). Observe
that $\lambda \gamma_1 + (1 - \lambda)\gamma_2$ is a transport plan between $\lambda \mu_1 + (1 - \lambda)\mu_2$ and $\lambda \nu_1 + (1 - \lambda)\nu_2$. Then

$$W_p(\lambda \mu_1 + (1 - \lambda)\mu_2, \lambda \nu_1 + (1 - \lambda)\nu_2)^p \leq \lambda W_p(\mu_1, \nu_1)^p + (1 - \lambda)W_p(\mu_2, \nu_2)^p.$$

\[\square\]

Convexity properties of the distance are related to important geometric notions, in particular to curvature properties, see [2, 20, 29].

3. Wasserstein spaces $\mathcal{P}_p(M)$ with trivial homology.

Fixed $T \in \mathcal{I}_1(M)$ without boundary, $\partial T = 0$, the generalized Plateau problem asks to minimize $M(S)$ among all $S \in \mathcal{I}_2(M)$ such that $\partial S = T$. Of course, this problem is meaningful for metric space $M$ provided the class of admissible currents is not empty and sufficiently rich. Therefore, the usual setting is to consider metric space of euclidean type, namely such that every closed 1-current is the boundary of a 2-current. In other words, by defining two metric 1-currents $T, S$ to be homological if there exist a metric 2-current $N$ such that $T - S = \partial N$, this corresponds to spaces with trivial metric homology. By a cone construction, in [3] it is shown that Banach spaces have such a trivial homology. By a slightly modified construction, it is possible to show that more general metric spaces enjoy trivial metric homology (see [33]). Among these spaces we mention Hadamard spaces, i.e. complete simply-connected metric spaces of non-positive curvature in the Alexandrov sense, and Busemann spaces, i.e. with convex metric. We refer to [23, 24, 25, 28, 29, 30, 33] for precise definitions and main properties. Here we focus our attention on Wasserstein spaces. As a first glance we have that the homology on $\mathcal{P}_p(M)$ cannot be recovered in general by homotopy. Indeed, we have the following

**Proposition 3.1.** $\mathcal{P}_p(M)$ is contractible and locally contractible.

**Proof.** Let $\mu_t$ a continuous curve in $\mathcal{P}_p(M)$. Consider the function

$$F : [0, 1] \times [0, 1] \to \mathcal{P}_p(M),$$

defined by

$$(3.1) \quad F(t, s) = s\mu_0 + (1 - s)\mu_t.$$
We have that $F(t, 0) = \mu_t$, while $F(t, 1) = \mu_0$. By Proposition 2.12 we have

$$W_p(F(t, s), F(t_0, s_0)) = W_p(s\mu_0 + (1-s)\mu_t, s_0\mu_0 + (1-s_0)\mu_{t_0}) \leq$$

$$\leq W_p(s\mu_0 + (1-s)\mu_t, s\mu_0 + (1-s)\mu_0) + W_p(s\mu_0 + (1-s)\mu_0, s_0\mu_0 + (1-s_0)\mu_{t_0}) \leq$$

$$(1-s)^{\frac{1}{p}} W_p(\mu_t, \mu_0) + W_p(s\mu_0 + (1-s)\mu_0, s_0\mu_0 + (1-s_0)\mu_{t_0}) \leq \epsilon,$$

provided that $|s - s_0|, |t - t_0| \leq \delta$ because of the continuity of $\mu_t$. To check the second claim consider the ball $\mathcal{B}(v, 1) \subset \mathcal{P}_p(M)$. If $\mu_t$ is a curve on the ball such that $\mu_0 = v$, by Proposition 2.12 and (3.1) we have

$$W_p(v, F(s, t)) = W_p(s\mu_0 + (1-s)\mu_t, s_0\mu_0 + (1-s_0)\mu_{t_0}) \leq (1-s)^{\frac{1}{p}} W_p(\mu_0, \mu_t) \leq 1.$$  

Observe that by defining the metric homology through metric currents, it results that the homology is not a topological invariant. In particular, in this metric setting, at least Lipschitz regularity of maps between metric spaces is needed. Therefore, although Wasserstein spaces are contractible, in general it could happen that this contraction is not a Lipschitz map. Therefore, Wasserstein spaces could have non-trivial metric homology.

### 3.1 – Barycenter maps.

A possible strategy to investigate the homology of $\mathcal{P}_p(M)$ is to relate the geometry of $\mathcal{P}_p(M)$ with the geometry of the underlying space $M$. This program can be certainly realized if a barycenter map is available. Here for barycenter map we mean a function

$$\beta : \mathcal{P}_1(M) \to M,$$

which satisfy the conditions:

1. $\forall x \in M : \beta(\delta_x) = x$,
2. $\beta \in \text{Lip}_1(\mathcal{P}_1(M), M)$.

Because of Proposition 2.11 $\beta \in \text{Lip}_1(\mathcal{P}_p(M), M)$ for every $p \geq 1$ as well. However, we point out that the existence of barycenter maps produces some restrictions on the geometry of the space $M$. 


If $x, y \in M$ we can define the curve $\sigma(t) := \beta((1 - t)\delta_x + t\delta_y)$ which turns out to be a geodesic curve. Furthermore the distance is convex along such geodesics. Hence, if geodesics on $M$ are unique then $M$ is a Busemann space.

If $M$ is a Riemannian manifold then $M$ must have sectional curvature $\leq 0$. Indeed, if $M_0 \subset M$ it also admits a barycenter map. Choosing $M_0$ sufficiently small, geodesics on $M_0$ are unique and then the distance is convex on $M_0$. This implies that $M$ has sectional curvature $\leq 0$.

Actually, barycenter maps can be canonically constructed on Hadamard spaces (see [20, 24, 29]). Consider a Lipschitz cycle $\gamma : [a, b] \to M$ on the Hadamard space $M$. It results that also the curve $\delta_{\gamma(t)}$ on the Wasserstein space $\mathcal{P}_p(M)$ is a Lipschitz curve. Therefore, this curve corresponds to a metric 1-current on $\mathcal{P}_p(M)$, which we denote by $T_\gamma$, defined as

$$T_\gamma(f_0, f_1) = \int_a^b f_0(\delta_{\gamma(t)}) \frac{d}{dt} f_1(\delta_{\gamma(t)}) \, dt.$$  

We have the following

**THEOREM 3.2.** Let $M$ be an Hadamard space. Then for every Lipschitz cycle $\gamma$ on $M$ the 1-currents $T_\gamma$ is homologous to zero in $\mathcal{P}_p(M)$.

**PROOF.** We have $T_\gamma \in \mathcal{I}_1(\mathcal{P}_p(M))$, Therefore, $\beta_{\#} T_\gamma$ is a closed metric current on $M$. By the cone construction of [33] there exists $S \in \mathcal{I}_2(M)$ such that $\beta_{\#} T_\gamma = \partial S$. Consider the canonical embedding $i : M \to \mathcal{P}_p(M)$ defined by $i(x) = \delta_x$. Since $\partial \beta(\delta_x) = \delta_x$ for every $x \in M$, we have

$$T_\gamma = i_{\#}(\beta_{\#}(T_\gamma)) = i_{\#}(\partial S) = \partial(i_{\#} S).$$

$\square$

Hence, by Theorem 3.2 the 1-currents $T_\gamma$ belong to the same homology class of $\mathcal{P}_p(M)$. However, we don’t know whether there could exist other homology classes in $\mathcal{P}_p(M)$ or not. In [16] is discussed an approach by differential forms on $\mathcal{P}_2(\mathbb{R}^d)$, showing that in some sense the space $\mathcal{P}_2(\mathbb{R}^d)$ has trivial homology. We may conjecture that actually also $H_1(\mathcal{P}_p(M)) = \{0\}$ for Hadamard spaces $M$. Probably, it would be necessary different tools to prove or reject this conjecture. In the next sections we develop a more general approach, based on mass transportation tools, abilities to check if two metric closed 1-currents are homologous in $\mathcal{P}_p(M)$. By
using these results we will prove that \( \mathcal{P}_\rho(T^n) \) is an example of Wasserstein space with distinct homology classes in a metric sense. Since every complete simply-connected Riemannian manifold of non-positive sectional curvature is an Hadamard space, to recover non trivial homology on \( \mathcal{P}_\rho(M) \) we have to look for manifolds with local sectional curvature \( \leq 0 \) or with non-negative curvature. Observe that there is no canonical way to define barycenter maps on such spaces. Furthermore, whenever the space \( M \) is non-contractible, such a barycenter map cannot exist.

**Theorem 3.3.** Every non-contractible metric space \((M,d)\) does not admit a barycenter map.

**Proof.** Suppose by contradiction that there exists a barycenter map \( \beta : \mathcal{P}_\rho(M) \to M \). Consider a closed continuous curve \( \gamma : [0,1] \to M \) not homotopic to a constant. Let \( i : M \to \mathcal{P}_\rho(M) \) be the canonical isometry defined by \( i(x) = \delta_x \). Take the continuous function \( F : [0,1] \times [0,1] \to \mathcal{P}_\rho(M) \) defined by (3.1) with \( \mu_t = i(\gamma(t)) \) and consider the continuous composition \( \beta \circ F : [0,1] \times [0,1] \to M \). We have

\[
\beta \circ F(t, 0) = \beta(i(\gamma(t))) = \gamma(t),
\]

\[
\beta \circ F(t, 1) = \beta(\mu_0),
\]

which is a contradiction since the curve \( \gamma \) is not homotopic to a constant. \( \Box \)

Since we can always define barycenters on the set \( A \) of Dirac deltas by \( \beta(\delta_x) = x \), certainly satisfying the Lipschitz condition of barycenters, a possible strategy is to try to extend the map \( \beta \) to the whole space \( \mathcal{P}_1(M) \) in a Lipschitz way. The following statement, adapted to the case of curvature \( \leq 0 \) and \( \geq 0 \) in the Alexandrov sense, is taken from [25].

**Theorem 3.4 (General Kirszbraun theorem).** Let \( E,F \) geodesics metric spaces such that \( E \) has curvature \( \geq 0 \), while \( F \) is complete with global curvature \( \leq 0 \). If \( A \subset E \), every \( f \in \text{Lip}(A,F) \) admits a Lipschitz extension with the same Lipschitz constant.

We remark that this statement actually holds whenever the curvatures are bounded by a constant \( k \in \mathbb{R} \) instead of 0, provided that \( \text{diam}(f(A)) \leq \frac{1}{2} D_k \), where \( D_k = \frac{\pi}{\sqrt{k}} \) if \( k > 0 \), \( D_k = +\infty \) otherwise. The following example shows that in Theorem 3.4 the assumption of target space of global curvature \( \leq 0 \) cannot be reduced to a local one.
Example 3.5. Consider the flat torus $T^m$. It is known that the space $(P(T^m), W_2)$ has curvature $\geq 0$ (see [2, 20, 29]). Of course, $T^m$ is non-contractible and it has local curvature $\leq 0$. Therefore, by Theorem 3.3 we infer that the 1-Lipschitz map 

$$\beta : A \to T^m$$

defined by $\beta(\delta_x) = x$ cannot be extended in a Lipschitz way to the whole $P(T^m)$.

If $M$ is a manifold the same example can be done using the isometric embedding of $M$ in $\mathbb{R}^k$ for $k$ big enough.

4. Entire metric currents on $P_\rho(M)$.

On a general manifold $M$ we need to base our approach on more intrinsic instruments. In [34] is developed a general approach to define an homology for the class of metric spaces which are locally contractible in a Lipschitz way. Among them we mention metric space with global Alexandrov curvature bounded from above. However, Wasserstein spaces does not enjoy these curvature properties, unless for $P_\rho(\mathbb{R})$, see [21]. Here we start to study some relationships between the entire homology of $P_\rho(M)$ and the real homology of $M$. The basic idea is to relate these homologies by the continuity equation (1.2).

We begin by recalling how a Lipschitz curve $\rho : [a, b] \to P_\rho(M)$ is identified with an entire 1-current on $P_\rho(M)$ which we denote by $T_\rho$. Following [3], $T_\rho$ is defined by

$$T_\rho(f_0, f_1) = \int_a^b f_0(\rho(t)) \frac{d}{dt} f_1(\rho(t)) dt.$$ 

If we have to take in account a multiplicity function $\theta \in L^1$, we define

$$T_{\theta, \rho}(f_0, f_1) = \int_a^b \theta(t)f_0(\rho(t)) \frac{d}{dt} f_1(\rho(t)) dt.$$ 

For reader convenience, in the following lemma we compute the total mass of $T_{\theta, \rho}$.

**Lemma 4.1.** For every $\theta \in L^1(\mathbb{R}, \mathbb{Z})$ it results $T_{\theta, \rho} \in \mathcal{I}_1(P_\rho(M))$, and its
total mass is given by

\[ M(T_{\theta, \rho}) = \int_{a}^{b} |\theta(t)| \, |\dot{\rho}|_{\rho}(t) \, dt \]

where $|\dot{\rho}|_{\rho}(t)$ is the metric derivative of $\rho$ w.r.t. $W_{\rho}$.

Proof. Notice that $T_{\theta, \rho} = \rho_{\theta}(T_{\theta})$, so that $T_{\theta, \rho} \in T_{1}(\mathcal{P}_{\rho}(M))$. Since

\[ \frac{d}{dt} f_{1}(\rho(t)) \leq \text{Lip}(f_{1})|\dot{\rho}|_{\rho}(t) \]

we easily get

\[ T_{\theta, \rho}(f_{0}, f_{1}) \leq \text{Lip}(f_{1}) \int_{a}^{b} |\theta(t)||f_{0}(\rho(t))| \, |\dot{\rho}|_{\rho}(t) \, dt. \]

Hence, for any Borel partition \{B_{j}\} of $\mathcal{P}_{\rho}(M)$, and 1-Lipschitz functions $f_{1}^{j}$ we have $\sum_{j=1}^{N} T_{\theta, \rho}(\chi_{B_{j}}, f_{1}^{j}) \leq \int_{a}^{b} |\theta(t)| \, |\dot{\rho}|_{\rho}(t) \, dt$. Therefore we get

\[ M(T_{\theta, \rho}) \leq \int_{a}^{b} |\theta(t)| \, |\dot{\rho}|_{\rho}(t) \, dt. \]

To prove the opposite inequality, let us start with the case $\theta = \chi_{I}$ for a given interval $I$. Now let $\varepsilon > 0$ be fixed. Since $\int_{I} |\dot{\rho}|_{\rho}(t)dt$ coincides with the length of the curve $\rho$ in $I$ (see [4]), there is a partition \{t_{1}, \ldots, t_{N+1}\} of $I$ such that

\[ \int_{I} |\dot{\rho}|_{\rho}(t)dt \leq \sum_{j=1}^{N} W_{\rho}(\rho(t_{j+1}), \rho(t_{j})) + \varepsilon. \]

For any $j = 1, \ldots, N + 1$, consider $f_{1}^{j}(\mu) := W_{\rho}(\rho(t_{j}), \mu); f_{1}^{j}$ are 1-Lipschitz functions and

\[ W_{\rho}(\rho(t_{j+1}), \rho(t_{j})) = \int_{t_{j}}^{t_{j+1}} \frac{d}{ds} f_{1}^{j}(\rho(s))ds. \]

Defining $B_{j} := \rho([t_{j}, t_{j+1}])$ for $j = 1, \ldots, N$ and $B_{N+1} := \mathcal{P}_{\rho}(M) \setminus \bigcup_{j=1}^{N} B_{j}$, it follows that

\[ \int_{I} |\dot{\rho}|_{\rho}(t)dt \leq \sum_{j=1}^{N} \int_{t_{j}}^{t_{j+1}} \frac{d}{ds} f_{1}^{j}(\rho(s))ds + \varepsilon = \sum_{j=1}^{N+1} T_{\rho}(\chi_{B_{j}}, f_{1}^{j}) + \varepsilon. \]
Being \( \{B_j\} \), a Borel partition of \( P_\rho(M) \), taking into account remark 2.2 and letting \( \varepsilon \to 0 \), we get
\[
\int_I |\dot{\rho}|_p(t)dt \leq M(T_\rho \cup \rho(I)).
\]

Therefore, if a Lipschitz curve \( \rho \) is defined on the interval \( J \), we have proved that
\[
M(T_\rho) = \int_I |\dot{\rho}|_p(t) dt.
\]

In the general case we approximate \( \theta \) by piece-wise constant functions. Therefore, there exists a Borel partition of \([a, b]\) made of intervals \( J_i \) and constants \( c_i \) such that
\[
\int_a^b |\theta(t)||\dot{\rho}|_p(t)dt = \sum_{i=1}^{+\infty} c_i \int_{J_i} |\dot{\rho}|_p(t)dt = \sum_{i=1}^{+\infty} M(T_{\theta, \rho} \cup \rho(J_i)) = M(T_{\theta, \rho}).
\]

Formula (4.1) also holds true for any \( \theta \in L^1 \) and for any metric space \( E \) instead of \( P_\rho(M) \). An immediate consequence of the continuity equation is the following

**Lemma 4.2.** For every solution \((\rho, v)\) of the continuity equation (1.2) and for every \(f \in C^1(M)\) it results

\[
(4.2) \quad \frac{d}{dt} \left( \int_M f(x)d\rho_t \right) = \int_M \langle d_v f(x), v(x, t) \rangle d\rho_t
\]

in the sense of distributions.

**Proof.** For every \( \varphi \in C^\infty_c(0, 1) \) we evaluate
\[
\int_0^1 \frac{d}{dt} \left( \int_M f(x)d\rho_t \right) \varphi(t) dt = -\int_0^1 \varphi(t) \left( \int_M f(x)d\rho_t \right) dt =
\]
\[
- \int_0^1 \left( \int_M \phi(t)f(x)d\rho_t \right) dt = \frac{\partial \rho}{\partial t}(\varphi f) = -\nabla \cdot (v\rho)(\varphi f) =
\]
\[
= \int_0^1 \left( \int_M \langle d_v f(x), v \rangle d\rho_t \right) \varphi(t) dt.
\]

\( \square \)
Actually, it turns out that the map \( f \mapsto \int_M f d\rho_t \in W^{1,1}_{loc}(0, 1) \). Therefore, formula (4.2) holds for a.e. \( t \in (0, 1) \).

We define a natural operator which associates to each entire metric 1-current \( T \in I_1(\mathcal{P}_p(M)) \) a normal euclidean 1-current \( \tilde{T} \in \mathcal{N}_1(M) \). The structure Theorem 2.4 gives a representation for \( T = \sum_{i=1}^{\infty} T_{\theta_i, \rho_i} \), and to each \( \rho_i \) is associated its tangent vector \( v_i \). Then for a 1-form \( \omega \) on \( M \) we can define

\[
(4.3) \quad \tilde{T}(\omega) = \sum_{i=1}^{\infty} \int_{a_i}^{b_i} \theta_i(t) \left( \int_M (\omega(x), v_i(t, x)) d\rho_i \right) dt.
\]

We get the following

**Proposition 4.3.** For every \( T \in I_1(\mathcal{P}_p(M)) \) it results \( \tilde{T} \in \mathcal{N}_1(M) \).

**Proof.** To compute the mass we evaluate

\[
|\tilde{T}(\omega)| \leq \|\omega\|_{\infty} \sum_{i=1}^{\infty} \int_{a_i}^{b_i} |\theta_i| \left( \int_M |v_i(t, x)| d\rho_i \right) dt \leq \|\omega\|_{\infty} \sum_{i=1}^{\infty} \int_{a_i}^{b_i} |\theta_i| \|v_i\|_{L^p(\rho_i)} dt.
\]

Using Lemma 4.1, Theorem 2.8 and Theorem 2.4 we get

\[
|\tilde{T}(\omega)| \leq \|\omega\|_{\infty} \sum_{i=1}^{\infty} \int_{a_i}^{b_i} |\theta_i| \|\rho_i\|_{M} dt = \|\omega\|_{\infty} \sum_{i=1}^{\infty} M(T_{\theta_i, \rho_i}) = \|\omega\|_{\infty} M(T).
\]

Taking the supremum with respect to \( \|\omega\|_{\infty} \leq 1 \) it results

\[
M(\tilde{T}) \leq M(T) < + \infty.
\]

To handle with the boundary operator, we state the following preliminary remark. For every \( f \in C^1(M) \) the map \( f_0 : \mathcal{P}_p(M) \to \mathbb{R} \) defined by

\[
f_0(\mu) = \int_M f d\mu
\]

is a bounded Lipschitz function. Indeed, recalling Proposition 2.11 and Theorem 2.6 it results

\[
|f_0(\mu) - f_0(\nu)| = \left| \int_M f d(\mu - \nu) \right| \leq \text{Lip}(f) W_1(\mu, \nu) \leq \text{Lip}(f) W_p(\mu, \nu).
\]
Using Lemma 4.2 we evaluate
\[ \partial T(f) = \tilde{T}(df) = \sum_{i=1}^{\infty} \int_{a_i}^{b_i} \theta_i(t) \left( \int_M \langle df(x), v_i(t, x) \rangle d\rho_i \right) dt = \]
\[ = \sum_{i=1}^{\infty} \int_{a_i}^{b_i} \theta_i(t) \frac{d}{dt} \left( \int_M f d\rho_i \right) dt = \sum_{i=1}^{\infty} \int_{a_i}^{b_i} \theta_i(t) \frac{d}{dt} f_0(\rho_i(t)) dt = T(1, f_0) = \partial T(f_0). \]

Observing that \( \|f\|_\infty \leq 1 \Rightarrow \|f_0\|_\infty \leq 1 \), we get \( M(\partial \tilde{T}) < +\infty. \)

If multiplicity functions \( \theta_i \), or more generally multiplicity measures \( \mu_i \), are associated to the curves \( \rho_i \), we will define
\[ \tilde{T}(\omega) = \sum_{i=1}^{\infty} \int_M \left( \int_M \langle \omega(x), v_i(t, x) \rangle d\rho_i \right) d\mu_i(t). \]

We will apply a similar definition for multiplicity depending on a more parameter. It is easy to define the operator \( \mathcal{I} \) also for entire 0-currents, indeed if \( S \) is an entire 0-current then its representation is given by
\[ S = \sum_{i=1}^{\infty} a_i \delta_{\rho_i} \] and then we define \( \mathcal{S} = \sum_{i=1}^{\infty} a_i \mu_i \).

**Remark 4.4.** We attract the attention of the reader to the fact that with this definition \( \mathcal{T} \) coincides with the euclidean current \( T_{P,\nu} \) involved in problem \( P \).

The following theorem holds

**Theorem 4.5.** The diagram

\[ \begin{array}{ccc}
I_1(P_p(M)) & \xrightarrow{\partial} & I_0(P_p(M)) \\
\downarrow & & \downarrow \\
N_1(M) & \xrightarrow{\partial} & N_0(M)
\end{array} \]

commutes.

**Proof.** Take \( T \in I_1(P_p(M)), T = \sum_{i=1}^{\infty} T_{\theta_i,\rho_i} \) according to Theorem 2.4. If \( f \) is a Lipschitz bounded function on \( P_p(M) \) we have:
\[ \partial T(f) = \sum_{i=1}^{\infty} \int_{a_i}^{b_i} \theta_i(t) \frac{d}{dt} f(\rho_i(t)) dt = \sum_{i=1}^{\infty} \int_{a_i}^{b_i} \left( \left[ \theta_i(t) f(\rho_i(t)) \right]_{\rho_i}^{\tilde{\rho}_i} - \int f(\rho_i(t)) d\tilde{\rho}_i(t) \right). \]
For \( f \in C^1(M) \), passing to the \( \ast \) operator we get

\[
\partial T(f) = \sum_{i=1}^{\infty} \left( \int_M \theta_i(\theta_i \ast \rho_i(a_i) - \theta_i(\rho_i(a_i))) - \int_{a_i}^b f d\rho_i \right) dt_i(t).
\]

On the other hand, if \( f \in C^1(M) \), taking into account Lemma 4.2, it results

\[
\partial T(f) = \tilde{T}(df) = \sum_{i=1}^{\infty} \frac{b_i}{a_i} \left( \int_M (df(x), v_i(t, x)) d\rho_i \right) dt =
\]

\[
= \sum_{i=1}^{\infty} \frac{b_i}{a_i} \left( \int_M (f(x)) d\rho_i \right) dt =
\]

\[
= \sum_{i=1}^{\infty} \left( \int_M f d(\theta_i(\theta_i \ast \rho_i(a_i)) - \theta_i(\rho_i(a_i))) - \int_{a_i}^b f d\rho_i \right) dt_i(t) = \partial T(f).
\]

A fundamental step toward the proof of our initial claim would be to answer the following question: let \( \rho \) and \( \tilde{p} \) be two closed Lipschitz curves in \( \mathcal{P}_p(M) \) such that \( T_\rho \) and \( T_{\tilde{p}} \) lie in the same homology class of \( H_1(\mathcal{P}_p(M)) \), is it true that \( T_\rho \) and \( T_{\tilde{p}} \) are in the same real homology class of \( H_1(M, \mathbb{R}) \)?

This would be accomplished by defining a suitable \( \ast \) operator for 2-currents and showing that also the diagram

\[
\begin{array}{ccc}
I_2(\mathcal{P}_p(M)) & \xrightarrow{\partial} & I_1(\mathcal{P}_p(M)) \\
\downarrow & & \downarrow \\
\mathcal{N}_2(M) & \xrightarrow{\partial} & \mathcal{N}_1(M)
\end{array}
\]

commutes. Unfortunately we are currently not able to prove this last fact in full generality. There are two main obstacles, one is the absence of a natural analogous of the continuity equation in higher dimensions, the other is that in the representation Theorem 2.4 for entire 2-currents it is not known if one can choose regular sets \( K_i \).
5. Metric currents and metric homology of $\mathcal{P}_\rho(T^n)$.

5.1 – The $\sim$ operator for 2-currents on $\mathcal{P}_\rho(M)$.

As stated in the Introduction, for every Mather’s minimal measure $\mu$ in a given homology class there are minimal Eulerian representations $(\rho, v)$, i.e. solutions of problem $\mathbf{P}$ (see [11] and [9] for details and related results). It is natural to ask if each of them enjoys a certain intrinsic minimality, namely that it minimizes an action functional (in its entire homology class in $H_1(\mathcal{P}_\rho(M))$. In order to discuss this question, in this Section we define a $\sim$ operator for metric 2-currents on $\mathcal{P}_\rho(M)$. In the next Sections we will focus our attention on the flat n-torus $T^n$ on which some of the program can be carried on and it is easier to show which are the obstacles in doing it in full generality. This will also help to understand the geometric structure of $\mathcal{P}_\rho(M)$. Let us recall from [3] that if $N \in I_2(\mathcal{P}_\rho(M))$ we have

(5.1) \[ N(f_0, f_1, f_2) = \sum_{i=1}^{\infty} \int_{K_i} \theta_i(s, t) f_0(\varphi_i(s, t)) \det\begin{pmatrix} \partial_t f_1(\varphi_i(s, t)) & \partial_t f_2(\varphi_i(s, t)) \\ \partial_s f_1(\varphi_i(s, t)) & \partial_s f_2(\varphi_i(s, t)) \end{pmatrix} ds \, dt \]

where $\varphi_i : K_i \to \mathcal{P}_\rho(M)$ are bi-Lipschitz curves. To consider tangent vectors we give the following.

**Definition 5.1.** We say that $\varphi_i$ is regular if $K_i = [a_i, b_i] \times [c_i, d_i]$ is a rectangle of $\mathbb{R}^2$ and the tangent vectors $v_1(x, s, t), v_2(x, s, t)$, obtained by Theorem 2.8 fixing respectively the third and the second variable of $\varphi_i$, are well defined Borel vector fields. If the curves $\varphi_i$ in (5.1) are regular for every $i$ we say that $N \in I_{2r}^{\text{reg}}(\mathcal{P}_\rho(M))$.

For $N \in I_{2r}^{\text{reg}}(\mathcal{P}_\rho(M))$ we can formally define

(5.2) \[ \tilde{N}(d\omega) := -\sum_{i=0}^{\infty} \int_{K_i} \theta_i(s, t) \left[ \frac{\partial}{\partial s} \int_M \langle \omega, v_1 \rangle \, d\varphi_i(s, t) - \frac{\partial}{\partial s} \int_M \langle \omega, v_2 \rangle \, d\varphi_i(s, t) \right] ds \, dt. \]

Observe that the right hand side of (5.2) formally correspond to a closed
1-current. Indeed, for every \( f \in C^1(M) \), by Lemma 4.2 it results
\[
\frac{\partial}{\partial t} \int_M (df, v_i) d\phi_t(s, t) =
\]
\[
= \frac{\partial^2}{\partial t \partial s} \int_M f d\phi_t(s, t) = \frac{\partial^2}{\partial s \partial t} \int_M f d\phi_t(s, t) = \frac{\partial}{\partial t} \int_M (df, v_2) d\phi_t(s, t)
\]
in the sense of distribution. To relate \( N \in I^\infty_2(\mathcal{P}_p(M)) \) to a well defined euclidean current \( \tilde{N} \), we need some more regularity of the curves \( \phi_t \).

Therefore, for \( \varepsilon > 0 \) and denoting for simplicity \( u := (s, t) \), we consider the following convolution approximation of a Lipschitz curve \( \varphi : \mathbb{R}^2 \rightarrow \mathcal{P}_p(M) \)
\[
\varphi_t(u) = \int_{\mathbb{R}^2} \rho_\varepsilon(u - v) \varphi(v) \, dv \in \mathcal{P}(M),
\]
\[
\langle E_i^\varepsilon(u), \omega \rangle = \int_{\mathbb{R}^2} \rho_\varepsilon(u - v) \left( \int_M \langle \omega, v_i \rangle d\phi(v) \right) \, dv \quad i = 1, 2
\]
where \( \rho_\varepsilon \) is a standard convolution kernel. Observing that
\[
\langle E_i^\varepsilon(u), \omega \rangle = \int_{\mathbb{R}^2} \left( \int_M \rho_\varepsilon(u - v) \langle \omega, v_i \rangle d\phi(v) \right) \, dv = \int_M \langle \omega, v_i \rangle d\varphi(u),
\]
it follows that the tangent vectors correspondent to \( \varphi_t \) are \( v_i \), \( i = 1, 2 \), as well. We have the following

**Lemma 5.2.** Under the previous assumptions we have

1. \( \lim_{\varepsilon \to 0} \varphi^\varepsilon = \varphi \) uniformly with respect to the Wasserstein metric,
2. The functions \( \varphi^\varepsilon \) are equi-Lipschitz,
3. \( E_1^\varepsilon \) and \( E_2^\varepsilon \) solve the continuity equations
   \[
   \partial_s \varphi^\varepsilon + \nabla \cdot E_1^\varepsilon = 0, \quad \partial_s \varphi^\varepsilon + \nabla \cdot E_2^\varepsilon = 0,
   \]
4. \( \lim_{\varepsilon \to 0} E_i^\varepsilon(u) = E_i(u) \) weakly for \( i = 1, 2 \)

**Proof.** 1) We use Kantorovich duality. If \( \rho = 1 \) consider \( f \in \text{Lip}_1(M) \).

We evaluate
\[
\int_M f(\varphi^\varepsilon(u) - \varphi(u)) = \int_M f \left( \int_{\mathbb{R}^2} \rho_\varepsilon(u - v)(\varphi(v) - \varphi(u)) \, dv \right) =
\]
\[
\begin{align*}
\int_{\mathbb{R}^2} \left( \int_{M} f \varphi(v) \right) dv & \leq \int_{\mathbb{R}^2} \rho_s(u - v) \left( \int_{M} \varphi(v) dv \right) dv \\
\leq \text{Lip}(\varphi) \int_{\mathbb{R}^2} \rho_s(u - v) ||u - v|| dv & \leq \text{Lip}(\varphi).\end{align*}
\]

Taking the supremum with respect to \( f \in \text{Lip}_1(M) \) the claim follows. If \( p > 1 \), take a couple \((f, g) \in L^1(\varphi(u)) \times L^1(\varphi(u))\) such that \( f(x) + g(y) \leq d(x, y)^p \) for every \((x, y) \in M\). Then we compute

\[
\begin{align*}
\int_{M} f \varphi(u) + \int_{M} g \varphi(u) = \int_{\mathbb{R}^2} \rho_s(u - v) \left( \int_{M} f \varphi(v) dv \right) dv + \\
\int_{\mathbb{R}^2} \rho_s(u - v) \left( \int_{M} g \varphi(u) dv \right) dv = \int_{\mathbb{R}^2} \rho_s(u - v) \left( \int_{M} f \varphi(v) dv + \int_{M} g \varphi(u) dv \right) dv \\
\leq \int_{\mathbb{R}^2} \rho_s(u - v) W_p(\varphi(v), \varphi(u)) dv & \leq \text{Lip}(\varphi) \int_{\mathbb{R}^2} \rho_s(u - v) ||u - v|| dv \leq \text{Lip}(\varphi).\end{align*}
\]

Taking the supremum with respect to \((f, g)\) the claim follows.

2) For \( p = 1 \) let \( f \in \text{Lip}_1(M) \). We compute

\[
\begin{align*}
\int_{M} f \varphi'(u) - \varphi'(\bar{u}) = \int_{\mathbb{R}^2} \rho_s(v) \left( \int_{M} f \varphi(u - v) - \varphi(\bar{u} - v) \right) dv & \leq W_1(\varphi(u - v), \varphi(\bar{u} - v)) \leq \text{Lip}(\varphi)||u - \bar{u}||.\end{align*}
\]

Taking the supremum with respect to \( f \in \text{Lip}_1(M) \) we obtain

\[
W_1(\varphi'(u), \varphi'(\bar{u})) \leq \text{Lip}(\varphi)||u - \bar{u}||.
\]

A similar argument works for \( p > 1 \).

3) \( \partial_t \varphi + \nabla \cdot E_1 = \int_{\mathbb{R}^2} \rho_s(u - v)(\partial_t \varphi + \nabla \cdot (v_1 \varphi)) dv = 0 \) since \((\varphi, v_1)\) solves the continuity equation with respect to the \( s \) variable. The same argument works for the other equation as well.
4) For every 1-form \( \omega \) we have

\[
\langle E_t^1(u) - E_t^1(\bar{u}), \omega \rangle = \int_{\mathbb{R}^2} \rho_x(u - v) \left( \int_M \langle \omega, \nu \rangle d\varphi(v) \right) dv - \int_{\mathbb{R}^2} \rho_x(\bar{u} - v) \left( \int_M \langle \omega, \nu \rangle d\varphi(v) \right) dv =
\]

\[
= \int_{\mathbb{R}^2} \left( \int_M \langle \omega, \nu \rangle d\varphi(v) \right) [\rho_x(u - v) - \rho_x(\bar{u} - v)] dv.
\]

Therefore, by Theorem 2.8 we estimate

\[
|\langle E_t^1(u) - E_t^1(\bar{u}), \omega \rangle| \leq \|\omega\|_\infty \int_{\mathbb{R}^2} |\partial_t \varphi| \|\rho_x(u - v) - \rho_x(\bar{u} - v)\| dv \leq
\]

\[
\leq C_1 \text{Lip}(\varphi) \|\omega\|_\infty \frac{1}{\varepsilon^2} \int_{B(u, \varepsilon) \cup B(\bar{u}, \varepsilon)} \|u - \bar{u}\| dv \leq \frac{C_2}{\varepsilon} \|u - \bar{u}\|.
\]

In particular, the last computation of the above proof shows that the function \( E_t^1(u), \omega \) is Lipschitz with respect to the \( u \) variable and then the formula (5.2) for \( \varphi_t^i \) in place of \( \varphi_t \) is well defined. Therefore, for \( N \in T_2^{\text{vol}}(\mathcal{P}_p(M)) \) we define

\[
(5.3) \quad \hat{N}(d\omega) :=
\]

\[
= - \sum_{i=0}^{\infty} \lim_{\varepsilon \to 0} \int_{K_i} \theta_i(s, t) \left[ \frac{\partial}{\partial t} \int_M \langle \omega, \nu_{1,i} \rangle d\varphi^i(s, t) - \frac{\partial}{\partial s} \int_M \langle \omega, \nu_{2,i} \rangle d\varphi^i(s, t) \right] dsdt,
\]

where \( \nu_{k,i}, k = 1, 2 \), are the tangent vectors associated to the curves \( \varphi_t^i \). By using Lemma 5.2, and the well known weak* continuity properties of determinants in the Sobolev space \( W^{1,\infty} \) (see for instance [12]), we have

\[
\partial N(\hat{f}_0, f_1) = N(1, \hat{f}_0, f_1)
\]

\[
= \sum_{i=0}^{\infty} \lim_{\varepsilon \to 0} \int_{K_i} \theta_i(s, t) \det \left( \frac{\partial}{\partial s} f_0(\varphi_t(s, t)), \frac{\partial}{\partial s} f_1(\varphi_t(s, t)) \right) dsdt =
\]

\[
(5.4) \quad = \sum_{i=0}^{\infty} \lim_{\varepsilon \to 0} \int_{K_i} \theta_i(s, t) \det \left( \frac{\partial}{\partial s} f_0(\varphi_t^i(s, t)), \frac{\partial}{\partial s} f_1(\varphi_t^i(s, t)) \right) dsdt.
\]
Since we are dealing with normal currents it results $\theta_i \in BV(K_i)$ while, by convolution approximation, we may assume that the compositions $f_i(\omega(s, t))$ are $C^2$ functions. Integrating by parts the $i$-terms of the above expression we obtain

$$\int_{K_i} \theta_i(s, t) \left[ \partial_\alpha f_0(\omega(s, t)) \partial_{\alpha_1}(\omega_{i}(s, t)) - \partial_\alpha f_0(\omega(s, t)) \partial_{\alpha_1}(\omega_{i}(s, t)) \right] ds dt =$$

$$= \int_{c_i}^{d_i} \left[ \theta_i f_0 \partial_{\alpha_1} \omega_{i} \right]_{s=a_i}^{s=b_i} ds - \int_{c_i}^{d_i} \left[ \theta_i f_0 \partial_{\alpha} \omega_{i} \right]_{t=c_i}^{t=d_i} ds - \int_{K_i} \partial_\alpha \left( \theta_i \partial_{\alpha_1} \omega_{i} \right) ds dt - \int_{K_i} \partial_{\alpha_1} \left( \theta_i \partial_\alpha \omega_{i} \right) ds dt =$$

$$= \int_{c_i}^{d_i} \left[ \theta_i f_0 \partial_{\alpha_1} \omega_{i} \right]_{s=a_i}^{s=b_i} ds - \int_{c_i}^{d_i} \left[ \theta_i f_0 \partial_{\alpha} \omega_{i} \right]_{t=c_i}^{t=d_i} ds + \int_{K_i} \partial_\alpha \left( \theta_i \partial_{\alpha_1} \omega_{i} \right) ds dt - \int_{K_i} \partial_{\alpha_1} \left( \theta_i \partial_\alpha \omega_{i} \right) ds dt.$$

Passing to the $\partial^-$ operator for the 1-currents in (5.5) we have

$$\partial^- N(\omega) = \sum_{i=0}^{+\infty} \int_{c_i}^{d_i} \left[ \theta_i \int_{M} \omega_{1,i} d\varphi_{i} \right]_{s=a_i}^{s=b_i} ds + \int_{K_i} \left( \int_{M} \omega_{1,i} d\varphi_{i} \right) \partial_\alpha \theta_i(s, t) - \int_{K_i} \left( \int_{M} \omega_{2,i} d\varphi_{i} \right) \partial_{\alpha_1} \theta_i(s, t).$$

On the other hand, integrating by parts in (5.3) we get

$$\partial^+ N(\omega) = -\sum_{i=0}^{+\infty} \int_{c_i}^{d_i} \left[ \frac{\partial}{\partial t} \int_{M} \omega_{1,i} d\varphi_{i} + \frac{\partial}{\partial s} \int_{M} \omega_{2,i} d\varphi_{i} \right] ds dt =$$

$$= \sum_{i=0}^{+\infty} \lim_{\varepsilon \to 0^+} \left[ \int_{c_i}^{d_i} \theta_i \int_{M} \omega_{1,i} d\varphi_{i} \right]_{s=a_i}^{s=b_i} ds - \int_{K_i} \theta_i \int_{M} \omega_{1,i} d\varphi_{i} \left[ \frac{\partial}{\partial s} \right]_{t=d_i}^{t=c_i} ds +$$

$$+ \int_{K_i} \left( \int_{M} \omega_{1,i} d\varphi_{i} \right) \partial_\alpha \theta_i(s, t) - \int_{K_i} \left( \int_{M} \omega_{2,i} d\varphi_{i} \right) \partial_{\alpha_1} \theta_i(s, t).$$
By standard properties of convolution kernels and since \( \varphi_i^\varepsilon \) are equi-Lipschitz, passing to the limit as \( \varepsilon \to 0^+ \) under the integral sign, it follows

\[
\tilde{N}(d\omega) = \sum_{i=0}^{\infty} \int_{s_i}^{s_{i+1}} \left[ \int_{M} \theta_i \int_{\mathcal{K}_i} (\omega, v_{2,i}) \, d\varphi_i \right] \, ds + \tilde{T}(\omega) = \tilde{N}(d\omega) = \tilde{N}(\omega) - \tilde{S}(\omega) = \tilde{N}(\omega)
\]

Hence, by inspection of (5.6) and (5.7) we get \( \tilde{N}(d\omega) = \tilde{N}(\omega) \). In such a way, if \( T - S = \partial N \) in \( \mathcal{P}_p(M) \), passing to the operator we obtain

\[
\tilde{T}(\omega) - \tilde{S}(\omega) = \partial \tilde{N}(\omega) = \tilde{N}(d\omega)
\]

for every 1-form \( \omega \). Therefore, to conclude that two homologous metric 1-currents on \( \mathcal{P}_p(M) \) are in fact homologous as euclidean currents one need just to prove that the right hand side of (5.3) vanishes along closed 1-forms.

5.2 – Metric homology of \( \mathcal{P}_p(T^n) \).

On the flat torus \( T^n \) the above question has some answers, while for a general manifold it seems that a better knowledge of the geometry of \( \mathcal{P}_p(M) \) would be useful. Indeed, it is known that the homology \( H_1(T^n, \mathbb{R}) \) and the cohomology \( H^1(T^n, \mathbb{R}) \) are \( n \)-dimensional vector spaces. Moreover, the cohomology on \( T^n \) is generated by the classes \([dx_1], [dx_2], \ldots, [dx_n]\). In other words, for every closed 1-forms \( \omega \) on \( T^n \) there exists \( P \in \mathbb{R}^n \) and \( f \in C^1(T^n) \) such that \( \omega = P + df \). For details we refer for instance to [14, 23]. Therefore, the right hand side of (5.3) vanishes along closed 1-forms \( \omega \) if, as a vector of \( \mathbb{R}^n \), it results

\[
(5.8) \quad \sum_{i=0}^{\infty} \lim_{\varepsilon \to 0^+} \int_{\mathcal{K}_i} \theta_i(s,t) \left( \frac{\partial}{\partial t} \int_{T^n} v_1 \, d\varphi_i(s,t) - \frac{\partial}{\partial s} \int_{T^n} v_2 \, d\varphi_i(s,t) \right) \, ds \, dt = 0.
\]

Indeed, since every closed form is represented by \( P + df \), it suffices to check that the right hand side of (5.3) evaluated on \( df \) is equal to zero. For
if, by Lemma 4.2 it results
\[
\int_{k_1} \theta_i(s, t) \left( \frac{\partial}{\partial s} \int_{t^n} \langle df, v_1 \rangle \; d\phi_s^j(s, t) - \frac{\partial}{\partial s} \int_{t^n} \langle df, v_2 \rangle \; d\phi_s^j(s, t) \right) \; ds \; dt =
\]
\[
= \int_{k_1} \theta_i(s, t) \left( \frac{\partial^2}{\partial s^2} \int_{t^n} \phi_s^j - \frac{\partial^2}{\partial s^2} \int_{t^n} \phi_s^j \right) \; ds \; dt
\]
Denoting by \( g(s, t) = \int_{t^n} \phi_s^j \), approximating \( g \) by \( g_n = \rho_n \ast g \), where \( \rho_n \) are standard convolution kernels, the above integral is equal to
\[
\int_{k_1} \theta_i(s, t) \left( \frac{\partial^2}{\partial s^2} g(s, t) - \frac{\partial^2}{\partial s^2} g(s, t) \right) \; ds \; dt =
\]
\[
= \lim_{n \to +\infty} \int_{k_1} \theta_i(s, t) \left( \frac{\partial^2}{\partial s^2} g_n(s, t) - \frac{\partial^2}{\partial s^2} g_n(s, t) \right) \; ds \; dt = 0.
\]
Hence we get the following

**Definition 5.3.** We say that \( N \in I^2_{\Phi}(P_\rho(T^n)) \) if \( N \) is a regular metric 2-current and the bi-Lipschitz curves \( \phi_i \) of its parametric representation satisfy the compatibility condition (5.8). Moreover we say that \( S, T \in I^2_1(T^n) \) are homologous on \( P_\rho(T^n) \) if there exists \( N \in I^2_{\Phi}(P_\rho(T^n)) \) such that \( S - T = \partial N \).

The above definition makes sense since on the flat torus we can recover the homology classes by homotopy. Actually we have the following

**Lemma 5.4.** Let \( \gamma, \eta : [0, 1] \to T^n \) be two smooth closed curves on \( T^n \). Then the metric closed 1-currents \( T_\rho \) and \( T_\sigma \), where \( \rho_i = \delta_{i0}, \sigma_i = \delta_{i0}, \) are homologous on \( P_\rho(T^n) \) if and only if \( \gamma \) and \( \eta \) are smooth homologous curves on \( T^n \).

**Proof.** Fix \( x_0 \) a base point for the fundamental homotopy group \( \pi_1(T^n, x_0) \approx H_1(T^n) \). Therefore, if \( \gamma, \eta : [0, 1] \to T^n \) are two smooth homologous closed curves there exists a smooth homotopy \( H : [0, 1] \times
\( \times [0,1] \to \mathbb{T}^n \) such that
\[
H(s,1) = H(s,0) = x_0, \quad H(1,t) = \gamma(t), \quad H(0,t) = \eta(t).
\]
Consider the Lipschitz function \( \varphi(s,t) = \delta_{H(s,t)} \). It turns out that \( v_1 = \partial_s H(s,t), \quad v_2 = \partial_t H(s,t) \). Therefore, the curve \( \varphi \) is regular. Moreover, the compatibility condition (5.8) amounts to \( \partial^2_t H = \partial^2_s H \). Therefore the metric 2-current \( N \) associated to the Lipschitz function \( \varphi \) belongs to \( \mathcal{I}^{2\mathbb{R}}(\mathcal{P}_p(\mathbb{T}^n)) \). We compute
\[
\partial N(f_0, f_1) = N(1, f_0, f_1) =
\]
\[
= \int_0^1 \int_0^1 (\partial_s f_0(\varphi(s,t)) \partial_t f_1(\varphi(s,t)) - \partial_t f_0(\varphi(s,t)) \partial_s f_1(\varphi(s,t))) \, ds \, dt =
\]
\[
= \int_0^1 \left[ f_0(\varphi(s,t)) \partial_t f_1(\varphi(s,t)) \right]_{t=0}^{t=1} \, dt - \int_0^1 \left[ f_0(\varphi(s,t)) \partial_s f_1(\varphi(s,t)) \right]_{t=0}^{t=1} \, ds =
\]
\[
= \int_0^1 \left[ f_0(\varphi(1,t)) \partial_t f_1(\varphi(1,t)) - f_0(\varphi(0,t)) \partial_t f_1(\varphi(0,t)) \right] \, dt =
\]
\[
= \int_0^1 \left[ f_0(\rho_t) \partial_t f_1(\rho_t) - f_0(\sigma_t) \partial_t f_1(\sigma_t) \right] \, dt = T_p(f_0, f_1) - T_\rho(f_0, f_1).
\]
Hence, \( T_\rho \) and \( T_p \) are homologous on \( \mathcal{P}_p(\mathbb{T}^n) \). On the other hand, since for \( \rho_t = \delta_{\gamma(t)} \) one has
\[
\overline{T}_\rho(\omega) = \int_0^1 \langle \omega(\gamma(t)), \gamma(t) \rangle \, dt,
\]
if \( T_p \) and \( T_\rho \) are homologous on \( \mathcal{P}_p(\mathbb{T}^n) \) then, because of the compatibility condition, we have
\[
T_p - T_\rho = \partial N \Rightarrow \overline{T}_p(\omega) - \overline{T}_\rho(\omega) = \partial N(\omega) = \hat{N}(d\omega) = 0.
\]
Therefore \( \gamma \) and \( \eta \) are homologous on \( \mathbb{T}^n \) as well. \( \square \)

Lemma 5.4 ensures that \( \mathcal{P}_p(\mathbb{T}^n) \) has at least \( n \) distinct homology classes. Therefore, it make sense to address the question to recover mass minimizing currents on \( \mathcal{P}_p(\mathbb{T}^n) \) by knowing the structure of the Eulerian
representations of Mather’s measures on the underlying space $\mathbb{T}^m$. A remarkable point in this question is that by changing the exponent $p$ the Eulerian representations on the manifold $\mathcal{M}$ are unchanged, i.e. the minimization problem $\mathbf{P}$ does not depend on the exponent $p$ of the Lagrangian $L(x,v) = |v|^p$. However, in general we don’t know if an analogous result could be true at the level of the Wasserstein space $\mathcal{P}_p(M)$ since, by changing the exponent $p$, we are changing the metric of the Wasserstein space, and then it’s geodesic structure is in general modified. In the next Section we show how, for this special choice of the Lagrangian, some information on the underlying space $\mathcal{M}$ can be transpose at the level of the Wasserstein space $\mathcal{P}_p(M)$.

5.3 – Mass minimizing metric currents on $\mathcal{P}_p(\mathbb{T}^m)$ and Eulerian representations.

Let $(\rho,v)$ be an Eulerian representation of a Mather’s minimal measure on the flat torus $\mathbb{T}^n$. We claim that the current $T_\rho$ is a mass minimizing metric 1-current of $\mathcal{P}_p(\mathbb{T}^n)$ in its homology class. Indeed, it results that $T_\rho \in \mathcal{I}_1(\mathcal{P}_p(\mathbb{T}^n))$. Since $(\rho,v)$ solves problem $\mathbf{P}$ and such problem with the Lagrangian $L(x,v) = |v|^p$ is equivalent to minimize the mass (to the power $p$) of currents in the corresponding homology class (see Proposition 3.7 of [11]), for every 1-currents $T$ belonging to $[T_{\rho,v}]$ it results

$$\int_0^1 \int_\mathbb{T}^n |v(x,t)|^p d\rho dt = \mathcal{K}(\rho,v) \leq M(T)^p.$$

Therefore, if $S = \sum_{i=1}^{+\infty} T_{\theta_i, \varphi_i} \in \mathcal{I}_1(\mathcal{P}_p(\mathbb{T}^n))$ is homologous to $T_\rho$, by using Theorem 2.8 and Lemma 4.1 we compute

$$M(T_\rho)^p = \left( \int_0^1 |\dot{\rho}|_p dt \right)^p \leq \int_0^1 |\dot{\rho}|_p^p dt = \int_0^1 \int_\mathbb{T}^n |v(x,t)|^p d\rho dt \leq M(S)^p \leq$$

$$\leq \left( \sum_{i=1}^{+\infty} \int_{\mathbb{T}^n} |\theta_i| \left( \int_{\mathbb{T}^n} |v_i| d\rho_i \right) dt \right)^p \leq \int_0^1 \left( \sum_{i=1}^{+\infty} |\theta_i| \left( \int_{\mathbb{T}^n} |v_i|^p d\rho_i \right)^{1/p} dt \right)^p =$$

$$= \left( \sum_{i=1}^{+\infty} \int_{\mathbb{T}^n} |\theta_i| d\rho_i \right)^p = \left( \sum_{i=1}^{+\infty} M(T_{\theta_i, \varphi_i}) \right)^p = M(S)^p,$$
where we used also Jensen and Hölder inequality. Actually, the above computations hold for any manifold $M$ as well. The matter is that for a general manifold $M$ we are not able to recover distinct metric homology classes of $\mathcal{P}_v(M)$. Moreover, it will be very interesting to study the above minimization property for more general Lagrangian $L(x, v)$. Actually, the choice of $L(x, v) = |v|^p$ is crucial to relate the mass of a metric current to the action of the Eulerian representation by using the continuity equation. Moreover, the continuity equation is the key tool to consider the $\sim$ operator. The matter is that for general Lagrangian the use of the continuity equation seems to be compromised. Therefore, we believe that any effort in this direction necessarily would involve new ideas and different techniques than those used in this paper.

5.4 - Some minimal Eulerian representation on $T^2$.

In this subsection we work out in detail an example of explicit minimal measure on the flat 2-torus.

This example will be better described with the help of the Figure 5.1. By $\{\gamma_i\}_{i=1, \ldots, 4}$ we denote both the curves and their supports. The distinction will be clear from the context.

Let $\{\gamma_i\}_{i=1, \ldots, 4}$ be as in Figure 5.1.

Consider $\mu \in \mathcal{P}(T^2)$ defined by

$$\mu = \frac{1}{4} \left( (H^1 \mathcal{L} \gamma_1) \otimes \delta_{\mathbb{Z}} + (H^1 \mathcal{L} \gamma_2) \otimes \delta_{\mathbb{Z}} + (H^1 \mathcal{L} \gamma_3) \otimes \delta_{\mathbb{Z}} + (H^1 \mathcal{L} \gamma_4) \otimes \delta_{\mathbb{Z}} \right).$$

![Fig. 5.1. An example of path on the torus.](image-url)
The measure $\mu$ is invariant for the geodesic flow, the homology class of $\mu$ is $[\mu] = (0,1) \in \mathbb{R} \times \mathbb{R} = H_1(T^2)$, and $\mu$ is minimal being its cost equal to the length of the minimal geodesic in this class. It turns out that every curve of measures of the form

$$
\rho(t) = \frac{1}{4}(\mu_1 \pounds \gamma_1 + \mu_2 \pounds \gamma_2 + \mu_3 \pounds \gamma_3 + \mu_4 \pounds \gamma_4), \quad \nu(x, t) = e_2
$$

is a minimal Eulerian representation of $\mu$, where $\mu_i (i = 1, \ldots, 4)$ is any probability measures on $S$ concentrated on $\gamma_i$.
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