Functional Solutions for a Plane Problem
in Magnetohydrodynamics
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Abstract - We study the flow in a channel of a fluid obeying the equations of magnetohydrodynamics under the hypotheses that viscosity, resistivity and thermal conductivity depend on the temperature. The special class of solutions for which two functional dependences between temperature and magnetic field and velocity and magnetic field exist is considered.

1. Introduction

We study in this paper a class of steady, incompressible and rectilinear flows of viscous, electrically and thermally conducting fluids along cylindrical channels of arbitrary cross-section in the framework of the equations of magnetohydrodynamics. The open and bounded subset of $R^2$, representing the cross-section of the pipe is referred to the orthogonal frame $Ox_1x_2x_3$. $Ox_3$ is the axis of the channel with unit vector $i_3$. The magnetic field $H$ and the velocity $v$ are assumed to be of the form

\begin{align}
H &= h(x_1, x_2)i_3, \\
v &= v(x_1, x_2)i_3. 
\end{align}

Moreover, we suppose

\begin{equation}
p = p(x_1, x_2). 
\end{equation}

The electrical resistivity $\rho$, the viscosity $\nu$ and the thermal conductivity $\kappa$ are assumed to be given functions of the temperature $u$ and of $v$ and $h$. The
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domain $\Omega$ is multiply connected with its boundary $\Gamma$ consisting of two disjoint closed curves $\Gamma_1$ and $\Gamma_2$ of class $C^1$. From the general equations of magnetohydrodynamics and from the energy equation [6] we obtain, in view of (1.1) and (1.2) the following boundary value problem $(P)$ [4]. For more details we refer to the Appendix.

\begin{align}
(1.4) & \quad \nabla \cdot (\rho(u, v, h)\nabla h) = 0 \text{ in } \Omega \\
(1.5) & \quad \nabla \cdot (v(u, v, h)\nabla v) = 0 \text{ in } \Omega \\
(1.6) & \quad \nabla \cdot \left( \kappa(u, v, h)\nabla u + v(u, v, h)v\nabla v + \rho(u, v, h)h\nabla h \right) = 0 \text{ in } \Omega
\end{align}

\begin{align*}
& h = 0 \text{ on } \Gamma_1, \quad h = \tilde{h} \text{ on } \Gamma_2 \\
& v = 0 \text{ on } \Gamma_1, \quad v = \bar{v} \text{ on } \Gamma_2 \\
& u = 0 \text{ on } \Gamma_1, \quad u = \tilde{u} \text{ on } \Gamma_2,
\end{align*}

where $\tilde{h}$, $\bar{v}$ and $\tilde{u}$ are given positive constants. We prove in Section 2 that if the functions $\kappa$, $v$ and $\rho$ have the special form (2.9) below, problem $(P)$ has one and only one solution. Section 3 deals with the functional solutions of problem $(P)$ i.e. with solutions for which there exist functional dependences between $u$ and $h$ and between $v$ and $h$. We prove the existence of a one-to-one correspondence between the functional solutions and the solutions of a two-point problem for a system of first order differential equations depending on two parameters. First order ordinary differential equations depending on parameters whose solutions must satisfy two boundary conditions have been considered, among others, in [2], [3], [7] and [8]. In Section 4 a theorem of existence and uniqueness is proved when resistivity, viscosity and thermal conductivity depend only on the temperature.

\section{2. A result of existence and uniqueness}

To prove the next theorem we need the following elementary

\textbf{Lemma 1.} \textit{Let } $\hat{\kappa}(u) \in C^1([0, \infty))$, $\hat{v}(v) \in C^1([0, \bar{v}])$, $\in C^1([0, \tilde{h}])$

\begin{align}
(2.1) & \quad \hat{\kappa}(u) \geq \kappa_0 > 0 \\
(2.2) & \quad \hat{v}(v) \geq v_0 > 0.
\end{align}
The transformation

\begin{equation}
\theta = K(u) + M(v) + \frac{h^2}{2}
\end{equation}

\begin{equation}
\psi = N(v),
\end{equation}

defined for \( u \in [0, \infty), v \in [0, \bar{h}] \) and depending on the parameter \( h \in [0, \bar{h}] \), where

\[ K(u) = \int_0^u \dot{\kappa}(t) dt, \quad M(v) = \int_0^v \dot{\psi}(t) dt, \quad N(v) = \int_0^v \dot{v}(t) dt \]

is globally invertible for every \( h \in [0, \bar{h}] \).

**Proof.** By (2.2), (2.4) has an inverse

\begin{equation}
v = N^{-1}(\psi)
\end{equation}

defined in \([0, N(\bar{v})]\). Substituting (2.5) into (2.3) we obtain

\begin{equation}
\theta = K(u) + M(N^{-1}(\psi)) + \frac{h^2}{2}.
\end{equation}

Since by (2.1) \( K(u) \) is strictly increasing and

\begin{equation}
\lim_{u \to \infty} K(u) = \infty
\end{equation}

(2.6) has, with respect to \( u \), a unique solution

\begin{equation}
U = K^{-1}\left(\theta + M(N^{-1}(\psi)) + \frac{h^2}{2}\right).
\end{equation}

The inverse of (2.3), (2.4) is therefore (2.8), (2.5). \( \square \)

**Theorem 1.** If \( \kappa \) and \( v \) are given by

\begin{equation}
\kappa(u, v, h) = \rho(u, v, h) \dot{\kappa}(u), \quad \psi(u, v, h) = \rho(u, v, h) \dot{\psi}(v),
\end{equation}

where \( \rho(u, v, h), \dot{\kappa}(u) \) and \( \dot{\psi}(v) \) are \( C^1 \) functions such that

\begin{equation}
\rho(u, v, h) \geq \rho_0 > 0, \quad \dot{\kappa}(u) \geq \kappa_0 > 0, \quad \dot{\psi}(v) \geq \psi_0 > 0
\end{equation}

when \( u \geq 0, v \geq v_0 \geq 0, \bar{h} \geq h \geq 0 \), then problem (P) has one and only one solution.
PROOF. By the maximum principle the solutions of problem \((P)\) satisfy
\[ u(x) \geq 0, \quad \bar{v} \geq v(x) \geq 0, \quad \bar{h} \geq h(x) \geq 0 \text{ in } \Omega, \quad x = (x_1, x_2). \]
Define \(K(u), M(v)\) and \(N(v)\) as in Lemma 1. The transformation
\[ \theta = K(u) + M(v) + \frac{h^2}{2} \]
\[ \psi = N(v) \]
by Lemma 1 is globally invertible with inverse
\[ u = U(\theta, \psi, h) = K^{-1} \left( \theta + M(N^{-1}(\psi)) + \frac{h^2}{2} \right) \]
(2.11)
\[ v = V(\psi) = N^{-1}(\psi). \]
Define
(2.12)
\[ \alpha(\theta, \psi, h) = \rho(U(\theta, \psi, h), V(\psi), h). \]
Let \((u(x), v(x), h(x))\) be any classical solution of problem \((P)\) and set
\[ \theta(x) = K(u(x)) + M(v(x)) + \frac{h(x)^2}{2} \]
\[ \psi(x) = N(v(x)). \]
Problem \((P)\) can be reformulated in terms of \(\theta, \psi\) and \(h\) as problem \((\mathcal{P})\)
\[ \nabla \cdot (\alpha(\theta, \psi, h) \nabla \psi) = 0 \text{ in } \Omega \]
(2.14)
\[ \nabla \cdot (\alpha(\theta, \psi, h) \nabla h) = 0 \text{ in } \Omega \]
(2.15)
\[ \theta = 0 \text{ on } \Gamma_1, \quad \theta = \bar{\theta} = K(\bar{u}) + M(\bar{v}) + \frac{\bar{h}^2}{2} \text{ on } \Gamma_2 \]
\[ \psi = 0 \text{ on } \Gamma_1, \quad \psi = \bar{\psi} = N(\bar{v}) \text{ on } \Gamma_2 \]
\[ h = 0 \text{ on } \Gamma_1, \quad h = \bar{h} \text{ on } \Gamma_2. \]
We claim that problem \((\mathcal{P})\) has one and only one solution. For, let \((\theta(x), \psi(x), h(x))\) be any solution of \((\mathcal{P})\). Define
\[ \zeta(x) = \theta(x) - \frac{\bar{\theta}}{\bar{h}} h(x) \]
\[ \zeta(x) = \psi(x) - \frac{\bar{\psi}}{\bar{h}} h(x). \]
We have $\zeta = 0$ and $\xi = 0$ on $\Gamma$. On the other hand, by (2.14) and (2.16)

\begin{align}
(2.17) \quad & \nabla \cdot (\alpha(\theta, \psi, h)\nabla \zeta) = \nabla \cdot (\alpha(\theta, \psi, h)\nabla \theta) - \frac{\bar{\psi}}{h} \nabla \cdot (\alpha(\theta, \psi, h)\nabla h) = 0 \text{ in } \Omega \\
\end{align}

and, by (2.15) and (2.16),

\begin{align}
(2.18) \quad & \nabla \cdot (\alpha(\theta, \psi, h)\nabla \xi) = \nabla \cdot (\alpha(\theta, \psi, h)\nabla \psi) - \frac{\bar{\psi}}{h} \nabla \cdot (\alpha(\theta, \psi, h)\nabla h) = 0 \text{ in } \Omega.
\end{align}

Multiplying (2.17) by $\zeta$ and integrating by parts over $\Omega$ we have

$$
\int_\Omega \alpha(\theta, \psi, h)|\nabla \zeta|^2 d\Omega = 0.
$$

Similarly from (2.18) we obtain

$$
\int_\Omega \alpha(\theta, \psi, h)|\nabla \xi|^2 d\Omega = 0.
$$

Hence

$$
\zeta(\mathbf{x}) = 0, \quad \xi(\mathbf{x}) = 0 \text{ in } \Omega.
$$

Thus $\theta(\mathbf{x}), \psi(\mathbf{x})$ and $h(\mathbf{x})$ are related by the functional relations

\begin{align}
(2.19) \quad & \theta(\mathbf{x}) = \frac{\bar{\theta}}{h} h(\mathbf{x}) \\
(2.20) \quad & \psi(\mathbf{x}) = \frac{\bar{\psi}}{h} h(\mathbf{x}).
\end{align}

Hence the equation (2.16) can be rewritten

\begin{align}
(2.21) \quad & \nabla \cdot \left( \alpha \left( \frac{\bar{\theta}}{h}, \frac{\bar{\psi}}{h}, h \right) \nabla h \right) = 0 \\
(2.22) \quad & h = 0 \text{ on } \Gamma_1, \quad h = \bar{h} \text{ on } \Gamma_2.
\end{align}

This problem has one and only one solution. For, let

$$
w = \mathcal{F}(h) = \int_0^h \alpha \left( \frac{\bar{\theta}}{h}, \frac{\bar{\psi}}{h}, t, t \right) dt.
$$

Equation (2.21) under this transformation becomes

$$
\Delta w = 0 \text{ in } \Omega, \quad w = 0 \text{ on } \Gamma_1, \quad w = \mathcal{F}(h) \text{ on } \Gamma_2.
$$
Hence

\[
h(x) = \mathcal{F}^{-1}(w(x)), \quad \theta(x) = \frac{\theta}{h} \mathcal{F}^{-1}(w(x)), \quad \psi(x) = \frac{\psi}{h} \mathcal{F}^{-1}(w(x)).
\]

By (2.11) and (2.12) we obtain as the only solution of problem (P)

\[
u(x) = N^{-1}\left(\frac{\psi}{h} \mathcal{F}^{-1}(w(x))\right)
\]

\[
h(x) = \mathcal{F}^{-1}(w(x)).
\]

3. The functional solutions

The assumptions (2.9) are quite special. To treat more general situations we use a different definition of solutions suggested by the proof of Theorem 1 and in particular by the functional relations (2.19) and (2.20) between \(\theta, \psi\) and \(h\).

**DEFINITION.** We say that a classical solution \((u(x), v(x), h(x))\) of problem \((P)\) is a functional solution if two functions \(U(h) \in C^2([0, \bar{h}]), \ V(h) \in C^2([0, \bar{h}])\) exist such that

\[
u(x) = U(h(x)), \quad v(x) = V(h(x)).
\]

**THEOREM 2.** If

\[
(3.1) \rho(u, v, h) \geq \rho_0 > 0
\]

then there exists a one-to-one correspondence between the set \(\{FS\}\) of the functional solutions of problem \((P)\) and the set \(\{TPP\}\) of the solutions \((U(h), V(h), \gamma, \mu)\) of the two-point problem \((TPP)\)

\[
(3.2) v(U, V, h) \frac{dV}{dh} = \gamma p(U, V, h)
\]

\[
(3.3) \kappa(U, V, h) \frac{dU}{dh} + v(U, V, h) \frac{dV}{dh} + h p(U, V, h) = \mu p(U, V, h)
\]

\[
(3.4) U(0) = 0, \quad U(\bar{h}) = \bar{u}
\]

\[
(3.5) \quad V(0) = 0, \quad V(\bar{h}) = \bar{v}.
\]
PROOF. We define the map \( \mathcal{I} : \{\text{TPP}\} \rightarrow \{P\} \) as follows. Suppose \((\mathcal{U}(h), \mathcal{V}(h), \gamma, \mu) \in \{\text{TPP}\}\) and consider the nonlinear boundary value problem

\[
\nabla \cdot (\rho(\mathcal{U}(h), \mathcal{V}(h), h) \nabla h) = 0 \text{ in } \Omega
\]

\[
h = 0 \text{ on } \Gamma_1, \ h = \tilde{h} \text{ on } \Gamma_2.
\]

It is easily seen that (3.6), (3.7) has one and only one solution. For, let

\[
w = R(h) = \int_0^h \rho(\mathcal{U}(t), \mathcal{V}(t), t) dt.
\]

By (3.1) \( R \) maps one-to-one \([0, \tilde{h}]\) onto \([0, R(\tilde{h})]\). Moreover, under (3.8) problem (3.6), (3.7) becomes

\[
\Delta w = 0 \text{ in } \Omega
\]

\[
w = 0 \text{ on } \Gamma_1, \ w = R(\tilde{h}) \text{ on } \Gamma_2.
\]

Problem (3.9), (3.10) has one and only one solution. Therefore, the only solution to problem (3.6), (3.7) is given by \( h(x) = R^{-1}(w(x)) \). We claim that

\[
(u(x), v(x), h(x)) = (\mathcal{U}(h(x)), \mathcal{V}(h(x)), h(x)) \in \{P\}.
\]

We have by (3.2) and (3.6)

\[
\nabla \cdot (v(u(x), v(x), h(x)) \nabla v) = \nabla \cdot (v(\mathcal{U}(h(x)), \mathcal{V}(h(x)), h(x)) \frac{d\mathcal{V}}{dh} \nabla h) = \\
= \gamma \nabla \cdot (\rho(\mathcal{U}(h(x)), \mathcal{V}(h(x)), h(x)) \nabla h) = 0 \text{ in } \Omega.
\]

Moreover, by (3.3) and (3.6)

\[
\nabla \cdot \left[ \kappa(u, v, h) \nabla u + vv(u, v, h) \nabla v + h \rho(u, v, h) \nabla h \right] = \\
= \nabla \cdot \left[ \kappa(\mathcal{U}(h), \mathcal{V}(h), h) \frac{d\mathcal{U}}{dh} + \mathcal{V}(h) v(\mathcal{U}(h), \mathcal{V}(h), h) \frac{d\mathcal{V}}{dh} + h \rho(\mathcal{U}(h), \mathcal{V}(h), h) \nabla h \right] = \\
= \mu \nabla \cdot (\rho(\mathcal{U}(h), \mathcal{V}(h), h) \nabla h) = 0 \text{ in } \Omega.
\]

All the boundary conditions of problem \((P)\) are also satisfied in view of (3.4) and (3.5). Hence \( \mathcal{I} \) is well-defined. On the other hand, \( \mathcal{I} \) is one-to-one. For, let \((\mathcal{U}(h), \mathcal{V}(h), \gamma, \mu) \in \{\text{TPP}\}\), \((\tilde{\mathcal{U}}(h), \tilde{\mathcal{V}}(h), \tilde{\gamma}, \tilde{\mu}) \in \{\text{TPP}\}\) and \((u(x), v(x), h(x)) = \mathcal{I}(\mathcal{U}(h), \mathcal{V}(h), \gamma, \mu), (\tilde{u}(x), \tilde{v}(x), \tilde{h}(x)) = \mathcal{I}(\tilde{\mathcal{U}}(h), \tilde{\mathcal{V}}(h), \tilde{\gamma}, \tilde{\mu})\). If \( \mathcal{I}(\mathcal{U}(h), \mathcal{V}(h), \gamma, \mu) = \mathcal{I}(\tilde{\mathcal{U}}(h), \tilde{\mathcal{V}}(h), \tilde{\gamma}, \tilde{\mu}) \) we have \( u(x) = \tilde{u}(x), v(x) = \tilde{v}(x) \) and \( h(x) = \tilde{h}(x) \), but \( u(x) = \mathcal{U}(h(x)), \tilde{u}(x) = \tilde{\mathcal{U}}(h(x)) \) and \( v(x) = \mathcal{V}(h(x)), \tilde{v}(x) = \tilde{\mathcal{V}}(h(x)) \). Hence
\[ U(h(x)) = \tilde{U}(\tilde{h}(x)) = \tilde{U}(h(x)) \text{ and } V(h(x)) = \tilde{V}(\tilde{h}(x)) = \tilde{V}(h(x)). \] 

Thus

(3.14) \[ U(h) = \tilde{U}(h), \ V(h) = \tilde{V}(h). \]

This implies also \( y = \tilde{y} \) and \( \mu = \tilde{\mu} \). Finally \( \mathcal{I} \) is surjective. For, let \((u(x), v(x), h(x)) = (U(h(x)), V(h(x)), h(x)) \in \{FS\}. \) Define

(3.15) \[ \theta = \int_0^h v(U(t), V(t), t) \frac{dV}{dt}(t) dt \]

\[ \psi = \int_0^h \left( \kappa(U(t), V(t), t) \frac{dU}{dt}(t) + V(t) v(U(t), V(t), t) \frac{dV}{dt}(t) + t \rho(U(t), V(t), t) \right) dt \]

(3.16) \[ \zeta = \int_0^h \rho(U(t), V(t), t) dt \]

and

(3.17) \[ \Theta(x) = \theta(h(x)), \ \Psi(x) = \psi(h(x)), \ Z(x) = \zeta(h(x)). \]

By (1.4), (1.5) and (1.6) we have

\[ \Delta \Theta = 0, \ \Delta \Psi = 0, \ \Delta Z = 0 \text{ in } \Omega \]

with

(3.18) \[ \Theta = 0 \text{ on } \Gamma_1, \ \Theta = A \text{ on } \Gamma_2 \]

(3.19) \[ \Psi = 0 \text{ on } \Gamma_1, \ \Psi = B \text{ on } \Gamma_2 \]

\[ Z = 0 \text{ on } \Gamma_1, \ Z = C \text{ on } \Gamma_2 \]

where

\[ A = \int_0^h v(U(t), V(t), t) \frac{dV}{dt}(t) dt \]

\[ B = \int_0^h \left[ \kappa(U(t), V(t), t) \frac{dU}{dt}(t) + V(t) v(U(t), V(t), t) \frac{dV}{dt}(t) + t \rho(U(t), V(t), t) \right] dt \]

\[ C = \int_0^h \rho(U(t), V(t), t) dt \]
and $C \neq 0$ by (3.1). Let $z(x)$ be given by the solution of the problem

$$\Delta z = 0 \text{ in } \Omega, \ z = 0 \text{ on } \Gamma_1, \ z = 1 \text{ on } \Gamma_2.$$  \hspace{1cm} (3.20)

We have

$$\Theta(x) = A z(x), \ \Psi(x) = B z(x), \ Z(x) = C z(x).$$  \hspace{1cm} (3.21)

Setting

$$\gamma = \frac{A}{C}, \ \mu = \frac{B}{C}$$  \hspace{1cm} (3.22)

we obtain

$$\Theta(x) = \gamma Z(x), \ \Psi(x) = \mu Z(x)$$  \hspace{1cm} (3.23)

and by (3.15), (3.16), and (3.17) we have $\theta = \gamma \zeta$ and $\psi = \mu \zeta$ i.e.

$$\int_{0}^{h} v(h(t), V(t), t) \frac{dV}{dt}(t) dt = \gamma \int_{0}^{h} \rho(U(t), V(t), t) dt$$  \hspace{1cm} (3.24)

$$\int_{0}^{h} \left[ \kappa(U(t), V(t), t) \frac{dU}{dt}(t) + V(t) v(U(t), V(t), t) \frac{dV}{dt}(t) + t p(U(t), V(t), t) \right] dt = \mu \int_{0}^{h} \rho(U(t), V(t), t) dt.$$  \hspace{1cm} (3.25)

Taking the derivative with respect to $h$ in (3.24) and (3.25) we obtain (3.2) and (3.3). Hence, with $\gamma$ and $\mu$ given by (3.22) we have $\mathcal{I}(U(h), V(h), \gamma, \mu) = (u(x), v(x), h(x)).$  \hspace{1cm} \Box

As an immediate consequence of Theorem 2 problem (P) has one and only one functional solution if the corresponding problem (TPP) has one and only one solution. Moreover, the search of the functional solution of problem (P) is broken into two steps: (i) to find the solutions $(U(h), V(h), \gamma, \mu)$ of problem (TPP) and (ii) to solve problem (3.20). Step (ii) contains, so-to-speak, the geometry of problem (P) and step (i) the nonlinear part.

To give a theorem of existence for the two-point problem (TPP) we note that (3.2), (3.3), (3.4) and (3.5) can be rewritten as follows

$$\frac{dV}{dh} = \gamma \frac{\rho(U, V, h)}{v(U, V, h)}$$  \hspace{1cm} (3.26)
\[
\frac{dU}{dh} = (-\gamma V - h + \mu) \frac{\rho(U, V, h)}{\kappa(U, V, h)}
\]

(3.28) \[ U(0) = 0, \ U(\tilde{h}) = \tilde{u} \]

(3.29) \[ V(0) = 0, \ V(\tilde{h}) = \tilde{v} \]

**Theorem 3.** If

(3.30) \[ \kappa(u, v, h) > 0, \ \rho(u, v, h) > 0, \ v(u, v, h) > 0 \]

(3.31) \[ K_2 \geq \frac{\rho(u, v, h)}{\kappa(u, v, h)} \geq K_1 > 0 \]

and

(3.32) \[ N_2 \geq \frac{\rho(u, v, h)}{v(u, v, h)} \geq N_1 > 0 \]

the two-point problem (3.26)-(3.29) has at least one solution.

**Proof.** We transform problem (3.26)-(3.29) in a system of two Volterra-Fredholm integral equations. From (3.26) and (3.29) we have

(3.33) \[ \gamma = \tilde{\gamma} = \frac{\tilde{v}}{\int_0^h \rho dt} \]

where

\[
\begin{bmatrix}
\rho \\
\nu
\end{bmatrix} = \frac{\rho(U(t), V(t), h(t))}{\nu(U(t), V(t), h(t))}.
\]

Moreover, from (3.27) and (3.28) we obtain

(3.34) \[ \mu = \tilde{\mu} = \frac{1}{\int_0^h \rho dt} \left( \tilde{u} + \tilde{\gamma} \int_0^h V(t) \left[ \frac{\rho}{\kappa} \right] dt + \int_0^h t \left[ \frac{\rho}{\kappa} \right] dt \right) \]

where

\[
\begin{bmatrix}
\rho \\
\kappa
\end{bmatrix} = \frac{\rho(U(t), V(t), h(t))}{\kappa(U(t), V(t), h(t))}.
\]

Substituting (3.33) and (3.34) in (3.26) and (3.27) and integrating with re-
spect to $h$ we have the system of integral equations

\begin{equation}
U(h) = \bar{\mu} \int_0^h \left[ \frac{\rho}{\kappa} \right] dt - \bar{\gamma} \int_0^h V(t) \left[ \frac{\rho}{\kappa} \right] dt - \int_0^h t \left[ \frac{\rho}{\kappa} \right] dt
\end{equation}

\begin{equation}
V(h) = \bar{\gamma} \int_0^h \left[ \frac{\rho}{v} \right] dt.
\end{equation}

From (3.33) we have

\begin{equation}
0 \leq \bar{\gamma} \leq G_2 =: \frac{\bar{\gamma}}{N_1} \bar{h}
\end{equation}

and from (3.36) and (3.26)

\begin{equation}
0 \leq V(h) \leq V_2 =: \frac{N_2}{N_1} \bar{\vartheta} \bar{h}^2
\end{equation}

\begin{equation}
\frac{dV}{dh}(h) \leq \frac{N_2}{N_1} \bar{\vartheta} \bar{h}.
\end{equation}

Moreover, by (3.34) and (3.37)

\begin{equation}
0 \leq \bar{\mu} \leq M_2 =: \frac{1}{K_1 \bar{h}} \left[ \bar{\mu} + \frac{\bar{\vartheta} \bar{h}^3 N_2 K_2}{N_1^2} + \frac{\bar{h}^2 K_2}{2} \right].
\end{equation}

Hence, by (3.35) and (3.27)

\begin{equation}
|U(h)| \leq U_2 =: M_2 K_2 \bar{h} + \frac{\bar{\vartheta}^2 \bar{h}^4 N_2 K_2}{N_1^2} + K^2 \bar{h}^2
\end{equation}

\begin{equation}
\left| \frac{dU}{dh} \right| \leq D_2 =: (V_2 G_2 + \bar{h} + M_2) K_2.
\end{equation}

Using (3.38), (3.39), (3.41) and (3.42) we can apply the Schauder fixed point theorem. For, define

\[ B = \{ (U(h), V(h)) \in C^0([0, \bar{h}]) \times C^0([0, \bar{h}]); \ |U(h)| \leq U_2, \ |V(h)| \leq V_2 \} \]

and let \[ T : B \rightarrow C^0([0, \bar{h}]) \times C^0([0, \bar{h}]), \ T = (T_1, T_2) \]

\[ T_1(U, V) = \bar{\gamma} \int_0^h \left[ \frac{\rho}{v} \right] dt. \]

\[ T_2(U, V) = \bar{\mu} \int_0^h \left[ \frac{\rho}{\kappa} \right] dt - \bar{\gamma} \int_0^h V(t) \left[ \frac{\rho}{\kappa} \right] dt - \int_0^h t \left[ \frac{\rho}{\kappa} \right] dt. \]
We have $T(B) \subseteq B$. Moreover, proceeding as in the proof of (3.39) and (3.42) we find that $T(B)$ is bounded in $C^1([0, \bar{h}]) \times C^1([0, \bar{h}])$ and thus compact in $C^0([0, \bar{h}]) \times C^0([0, \bar{h}])$ by Arzela’s theorem. We conclude that the two-point problem (3.26)-(3.29) has at least one solution. □

As a consequence of the theorem just proved and of Theorem 1 problem $(P)$ has at least one functional solution if (3.1), (3.30), (3.31) and (3.32) are satisfied.

4. A result of uniqueness

In general [5] the two-point problem (TPP) has more than one solution. It is therefore interesting to give conditions under which the solution is unique. For example, if condition (2.9) holds we have as corresponding two-point problem

$$\dot{\nu}(\nu) \frac{d\nu}{dh} = \gamma$$

$$\dot{\kappa}(\mathcal{U}) \frac{d\mathcal{U}}{dh} + \nu \dot{\nu}(\nu) \frac{d\nu}{dh} + h \dot{\rho}(h) = \mu$$

$$\mathcal{U}(0) = 0, \mathcal{U}(\bar{h}) = \bar{u}$$

$$\nu(0) = 0, \nu(\bar{h}) = \bar{v}$$

and it is easily seen that in this case the solution is unique. In the next theorem a result of uniqueness is given when $\kappa$, $\nu$ and $\rho$ depend only on the temperature $u$. In practical cases the main dependence of $\kappa$, $\nu$ and $\rho$ is precisely from the temperature. In the proof we use the following Lemma [1].

**Lemma 2.** If $\beta(\theta) \in C^1([0, \infty))$, $\beta(\theta) \geq 0$ and $\beta'(\theta) \leq 0$ then the problem

$$-\frac{d^2 \theta}{dh^2} = 1 + \gamma^2 \beta(\theta), \quad \theta(0) = 0, \quad \theta(\bar{h}) = \bar{\theta} > 0$$

has, for every $\gamma \in \mathbb{R}^1$, one and only one solution.

**Proof.** Simply note that $\theta(\bar{h}) \geq 0$ by the maximum principle and that

$$\frac{d}{d\theta} (1 + \gamma^2 \beta(\theta)) = \gamma^2 \beta'(\theta) \leq 0.$$  □
THEOREM 4. If $\kappa(u)$, $\nu(u)$ and $\rho(u) \in C^1([0, \infty))$ and satisfy
\begin{equation}
\kappa(u) > 0, \quad \rho(u) > 0, \quad \nu(u) > 0
\end{equation}
\begin{equation}
\int_0^\infty \frac{\kappa(t)}{\rho(t)} \, dt = \infty
\end{equation}
\begin{equation}
\rho'(u)\nu(u) \leq \rho(u)\nu'(u)
\end{equation}
and
\begin{equation}
\frac{\rho(u)}{\nu(u)} \geq r_0 > 0
\end{equation}
then there exists one and only one functional solution of problem $(P)$.

PROOF. According to Theorem 2 the two-point problem corresponding to problem $(P)$ is, in this case:
\begin{equation}
\nu(\mathcal{U}) \frac{d\mathcal{V}}{dh} = \gamma \rho(\mathcal{U})
\end{equation}
\begin{equation}
\frac{\kappa(\mathcal{U})}{\rho(\mathcal{U})} \frac{d\mathcal{U}}{dh} + \gamma \mathcal{V} + h = \mu
\end{equation}
\begin{equation}
\mathcal{U}(0) = 0, \quad \mathcal{U}(\bar{h}) = \bar{u}
\end{equation}
\begin{equation}
\mathcal{V}(0) = 0, \quad \mathcal{V}(\bar{h}) = \bar{v}.
\end{equation}
We note that
\begin{equation}
\gamma > 0
\end{equation}
since $\gamma \leq 0$ is incompatible with (4.2) and (4.8). By (4.3) the function
\begin{equation}
F(\mathcal{U}) = \int_0^\mathcal{U} \frac{\kappa(t)}{\rho(t)} \, dt
\end{equation}
maps diffeomorphically $[0, \infty)$ onto $[0, \infty)$. The system (4.6)-(4.9) becomes, in terms of $\theta$ and $\mathcal{V},$
\begin{equation}
\frac{d\mathcal{V}}{dh} = \gamma \beta(\theta), \quad \mathcal{V}(0) = 0, \quad \mathcal{V}(\bar{h}) = \bar{v}
\end{equation}
\begin{equation}
\frac{d\theta}{dh} + \gamma \mathcal{V} + h = \mu, \quad \theta(0) = 0, \quad \theta(\bar{h}) = \bar{\theta} = F(\bar{u}),
\end{equation}
where

\begin{equation}
(4.14) \quad \beta(\theta) = \frac{\rho(F^{-1}(\theta))}{\nu(F^{-1}(\theta))}.
\end{equation}

From (4.13) we have

\begin{equation}
(4.15) \quad \frac{d\theta^2}{dh^2} + \gamma \frac{d\gamma}{dh} + 1 = 0.
\end{equation}

Substituting (4.12) into (4.15) we obtain

\begin{equation}
(4.16) \quad -\frac{d\theta^2}{dh^2} = 1 + \gamma^2 \beta(\theta)
\end{equation}

\begin{equation}
(4.17) \quad \theta(0) = 0, \quad \theta(\bar{h}) = \bar{\theta}.
\end{equation}

If (4.4) holds we have \(\beta'(\theta) \leq 0\). Thus, by Lemma 2 problem (4.16), (4.17) has for every \(\gamma\) one and only one solution \(\theta(h; \gamma)\) and

\begin{equation}
(4.18) \quad \mathcal{U}(h; \gamma) = F^{-1}(\theta(h; \gamma)).
\end{equation}

Moreover, by (4.12)

\begin{equation}
(4.19) \quad \gamma(h) = \gamma \int_0^h \beta(\theta(t; \gamma))dt.
\end{equation}

The parameter \(\gamma\), still at our disposal, is now used to satisfy the boundary condition \(\gamma(h) = \tilde{\nu}\) which, by (4.19), reads

\begin{equation}
(4.20) \quad \tilde{\nu} = \gamma \int_0^\bar{h} \beta(\theta(t; \gamma))dt.
\end{equation}

To prove that (4.20), as an equation in \(\gamma\), has one and only one solution we define

\begin{equation}
G(\gamma) = \gamma \int_0^\bar{h} \beta(\theta(t; \gamma))dt.
\end{equation}

We have \(G(0) = 0\) and \(G(\gamma) > 0\) for all \(\gamma > 0\). Moreover,

\begin{equation}
(4.21) \quad G'(\gamma) = \int_0^\bar{h} \beta(\theta(t; \gamma))dt + \gamma \int_0^\bar{h} \beta'(\theta(t; \gamma)) \frac{\partial \theta}{\partial \gamma}(t; \gamma)dt.
\end{equation}
We claim that $\frac{\partial \theta}{\partial \gamma}(t; \gamma) \leq 0$. By the continuous differentiability with respect to the parameter $\gamma$ and by (4.13) we have

$$
\frac{d\theta}{dh} = \mathcal{V}(h)
$$

(4.22)

$$
\theta(0; \gamma) = 0.
$$

(4.23)

On the other hand, by (4.12) and (4.10) we have $\mathcal{V}(h; \gamma) > 0$. Thus, from (4.22) and (4.23) we obtain

$$
\theta(\gamma; \gamma) < 0.
$$

(4.24)

Hence, by (4.21) and (4.5)

$$
\mathcal{G}'(\gamma) \geq \int_{0}^{1} \beta(\theta(t; \gamma))dt \geq r_{0}\bar{h} > 0.
$$

(4.25)

Therefore (4.20) has, for every $\bar{v}$, one and only one solution $\tilde{\gamma}$. We conclude that the only solution of problem (4.6)-(4.9) is given by

$$
\mathcal{U}(h) = F^{-1}(\theta(h; \tilde{\gamma}))
$$

(4.26)

$$
\mathcal{V}(h) = \tilde{\gamma} \int_{0}^{1} \beta(\theta(t; \tilde{\gamma}))dt.
$$

(4.27)

By Theorem 2 there is only one functional solution of problem (P) which we obtain in the usual way: we solve the problem

$$
\nabla \cdot (\rho(\mathcal{U}(h)) \nabla h) = 0 \text{ in } \Omega, \ h = 0 \text{ on } \Gamma_{1}, \ h = \bar{h} \text{ on } \Gamma_{2}
$$

(4.28)

defining

$$
w = \mathcal{H}(h) = \int_{0}^{h} \rho(\mathcal{U}(t))dt.
$$

(4.29)

By (4.2) $\mathcal{H}$ maps one-to-one $[0, \bar{h}]$ onto $[0, \bar{w}]$ where $\bar{w} = \mathcal{H}(\bar{h})$. In term of $w$ problem (4.27) reads

$$
\Delta w = 0 \text{ in } \Omega, \ w = 0 \text{ on } \Gamma_{1}, \ w = \bar{w} \text{ on } \Gamma_{2}.
$$

(4.30)

Let $w(\mathbf{x})$ be the solution of (4.28). We have

$$
h(\mathbf{x}) = \mathcal{H}^{-1}(w(\mathbf{x}))
$$

(4.31)
and

\begin{align}
(4.30) & \quad u(\mathbf{x}) = \mathcal{U}(h(\mathbf{x})) = \mathcal{U}(\mathcal{H}^{-1}(w(\mathbf{x}))) \\
(4.31) & \quad v(\mathbf{x}) = \mathcal{V}(h(\mathbf{x})) = \mathcal{V}(\mathcal{H}^{-1}(w(\mathbf{x}))).
\end{align}

The only functional solution of problem \(P\) is given by (4.29), (4.30) and (4.31). \(\Box\)

We stress the difference between Theorem 1, where we found uniqueness in the general class of classical solutions \(\{CS\}\), and Theorem 4 where uniqueness is proved in the smaller class of functional solutions \(\{FS\}\). It would be interesting to show that the solution, under the hypotheses of Theorem 4, is unique also in \(\{CS\}\).

5. Appendix

We derive here the equations (1.4), (1.5) and (1.6) entering in problem \(P\). We assume the magnetic permeability \(\mu_0\) to be a constant. Moreover, the pressure \(p\), the magnetic field \(\mathbf{H}\) and the velocity \(\mathbf{v}\) are supposed to have the special form (1.1), (1.2) and (1.3). Using the Maxwell equation

\begin{equation}
(5.1) \quad \mathbf{J} = \frac{c}{4\pi} \nabla \times \mathbf{H}
\end{equation}

the magnetohydrodynamic body forces

\[ f = \frac{\mu_0}{c} \mathbf{J} \times \mathbf{H} \]

by (1.1) take the form

\begin{equation}
(5.2) \quad f = -\frac{\mu_0}{2\pi} h \frac{\partial h}{\partial x_1} \mathbf{i}_1 - \frac{\mu_0}{2\pi} h \frac{\partial h}{\partial x_2} \mathbf{i}_2.
\end{equation}

Thus, by (5.2), (1.2) and (1.3) the Navier-Stokes equations reduce to

\begin{align}
(5.3) & \quad \nabla \cdot (\mathbf{v} \nabla \mathbf{v}) = 0 \\
(5.4) & \quad \frac{\partial p}{\partial x_1} + h \frac{\partial h}{\partial x_1} = 0 \\
(5.5) & \quad \frac{\partial p}{\partial x_2} + h \frac{\partial h}{\partial x_2} = 0.
\end{align}
In view of (1.1) and (1.2), the Ohm’s law \( \rho J = E + v \times \mu_0 H \) gives

(5.6) \[ \rho J = E. \]

Moreover, since \( E \) is irrotational, we have, taking the curl of (5.1),

(5.7) \[ \nabla \times (\rho \nabla \times H) = 0 \]

and by (1.1)

(5.8) \[ \nabla \cdot (\rho \nabla h) = 0. \]

The energy equation reads

(5.9) \[ -\nabla \cdot (k \nabla u) = E \cdot J + v \sum_{i,k=1}^{3} \left( \frac{\partial v_i}{\partial x_k} + \frac{\partial v_k}{\partial x_i} \right) \frac{\partial v_i}{\partial x_k} \]

where in the right hand side the first term represents the Joule heating and the second the viscous heating. Specializing (5.9) in our case we obtain, in view of (1.1), (1.2) and (5.6),

(5.10) \[ -\nabla \cdot (k \nabla u) = \rho |\nabla h|^2 + v|\nabla v|^2. \]

This equation, by (5.3) and (5.8), can also be written as follows

\[ \nabla \cdot [k \nabla u + \rho h \nabla h + vv \nabla v] = 0. \]

Once \( h(x_1, x_2) \) is known as part of the solution of problem \( (P) \), we can compute \( p(x_1, x_2) \) from (5.4) and (5.5).
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