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Abstract. Koopman and Perron–Frobenius operators are linear operators that encapsulate dynamics of nonlinear dynamical systems without loss of information. This is accomplished by embedding the dynamics into a larger infinite-dimensional space where the focus of study is shifted from trajectory curves to measurement functions evaluated along trajectories and densities of trajectories evolving in time. Operator-theoretic approach to dynamics shares many features with an optimization technique: the Lasserre moment–sums-of-squares (SOS) hierarchies, which was developed for numerically solving non-convex optimization problems with semialgebraic data. This technique embeds the optimization problem into a larger primal semidefinite programming (SDP) problem consisting of measure optimization over the set of globally optimal solutions, where measures are manipulated through their truncated moment sequences. The dual SDP problem uses SOS representations to certify bounds on the global optimum. This workshop highlighted the common threads between the operator-theoretic dynamical systems and moment–SOS hierarchies in optimization and explored the future directions where the synergy of the two techniques could yield results in fluid dynamics, control theory, optimization, and spectral theory.
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Introduction by the Organisers

In a remarkable outline of mathematics and its future at the beginning of XX-th century, Poincaré suggested that complicated dynamics governed by non-linear partial differential equations can be reduced to and analyzed with the novel (at that time) linear infinite dimensional spectral methods advocated by Hilbert and Fredholm. [28]. Prompted by the advance of spectral theory for unitary and unbounded
self-adjoint operators, Poincaré’s vision became reality a good two decades later by landmark contributions of Carleman [7], Koopman [11] and von Neumann [27]. Although originally aimed at ergodic theory, these linear operator reductions of dynamical systems have far reaching implications and a much wider, unexpected area of applicability. The modern high potential of computer simulations and accumulation of big data have imposed a reconsideration and full appreciation of Poincaré’s bold prophecy. It suffices to note the recent surge of interest for Carleman linearization, spectral analysis of Koopman’s operator or Koopman-von Neumann mechanics. From our narrow perspective, we witness today a proliferation of results utilizing this very operator-theoretic approach in the study of dynamical and control systems [5][12][22]. The need of integration of apparently disparate efforts into a comprehensive theory was the principal motivation of the mini-workshop. The main focus was the interplay between ergodic theory, operator theory, geometric dynamical systems and convex optimization methods.

Two classes of linear operators were of particular interest for the workshop: Koopman-type operators [5] and Perron–Frobenius-type operators [8][12]. Koopman (or composition) operator is a linear infinite-dimensional operator that can be defined for any nonlinear dynamical system. The linear operator retains the full information of the nonlinear state-space dynamics. The formalism based on Koopman operator representation holds promise for extension of dynamical systems methods to systems in high-dimensional spaces as well as hybrid systems, with a mix of smooth and discontinuous dynamics. Recently, Koopman operator properties have been intensely studied, and applications pursued in fields as diverse as fluid mechanics and power grid dynamics. Perron–Frobenius operator is also a linear operator, and, when defined in an appropriate function space, the adjoint to the Koopman operator. Physically, the Perron–Frobenius operator is useful in studying propagation of dynamical systems’ densities. It has shown major promise for applications such as Lagrangian properties of fluid flows and control and optimization of dynamical systems. Next we describe the main themes of the workshop.

One of the topics that indicates how merging of techniques from optimization and ergodic theory can be useful is the development of dedicated convex optimization techniques for the numerical study of dynamical systems. More specifically, we are interested in tailoring the moment-SOS hierarchies of semidefinite programming (SDP) – originally developed for polynomial optimization – to obtain relevant information on the support of invariant measures for dynamical systems with semialgebraic dynamics and constraints. Invariant measures have been studied extensively in dynamical systems theory [12] and Markov decision processes [10] and it is now recognized that key properties of a dynamical system can be assessed by considering only a few moments of a measure transported along the system flow [1]. The constructive proof of the ergodic partition theorem [3][19] provides characterization of ergodic sets, which are the smallest invariant sets that ensure measurability of partition. Ergodic sets are the supports of ergodic measures, that can in turn be studied via their moments, or their Fourier coefficients in the
periodic case. Here too, the key idea consists in observing the action of invariant measures on a countable number of observables, or test functions, see e.g. [5] or [13]. Even more recently, invariant measures and weak Kolmogorov–Arnold–Moser (KAM) theory have been used to study geometrical properties of the joint spectral radius (JSR) of a set of linear operators [6, 21].

Hierarchies of finite-dimensional convex optimization problems have been introduced in the early 2000s to solve numerically non-convex optimization problems with semialgebraic data, with convergence guarantees [13]. The overall strategy consists of building a family of semidefinite programming (SDP) problems [2] of increasing size, with primal SDP problems relaxing the original polynomial optimization problem in the space of truncated moments of a measure supported on the globally optimal solutions, and dual SDP problems certifying bounds on the global optimum with specific polynomial sum-of-squares (SOS) representations. In the context of polynomial optimization, this is called the moment-SOS hierarchy [15] or sometimes Lasserre’s hierarchy [22], and this relies on fundamental results of convex algebraic geometry, see [24] or [3]. The approach has been extended in [14] to optimal control problems on ordinary differential equations (ODEs), and more recently, to construct families of semialgebraic approximations of the support of measures transported along the flow of controlled ODEs [9].

Another topic of interest was the relationship between geometric properties of dynamical systems and spectral properties of the associated operators. In fact, the hallmark of the work on the operator-theoretic approach in the last two decades is the linkage between geometrical properties of dynamical systems - whose study has been advocated and strongly developed by Poincaré and followers - with the geometrical properties of the level sets of Koopman eigenfunctions [16,17,19]. The operator-theoretic approach has been shown capable of detecting objects of key importance in geometric study, such as invariant sets, but doing so globally, as opposed to locally as in the geometric approach. It also provides an opportunity for study of high-dimensional evolution equations in terms of dynamical systems concepts [20,25] via a spectral decomposition, and links with associated numerical methods for such evolution equations [26].

Judging by the contents of the lively discussions during lectures or daily ad-hoc seminars, sometimes extended to the late hours of evening, we believe that the workshop was a success. It has offered a timely and unique opportunity of collaboration and exchange of views among experts in operator theory, convex optimization, dynamical systems, and systems control. The seeds of a new research group, strongly bonded by convergent mathematical interests, were laid on this occasion.

The abstracts below offer an accurate picture of the scientific themes touched during the mini-workshop.
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